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## Binary Operations

Theorem 1. Properties of binary operations
Let * be a binary operation on a set $S$. Then

1. Closure: $S$ is closed under *.
2. Well defined: $(\forall a, b, c, d \in S)(a=c \wedge b=d \rightarrow a * b=c * d)$. Law of Substitution.
3. Left multiply $(\forall a, b, c \in S)(a=b \rightarrow c * a=c * b)$.
4. Right multiply $(\forall a, b, c \in S)(a=b \rightarrow a * c=b * c)$.

Proof. We prove 1.
Let $a, b \in S$.
Then $(a, b) \in S \times S$.
Since $*$ is a binary operation on $S$, then $*: S \times S \rightarrow S$ is a function.
Therefore, $x * y \in S$ for every $(x, y) \in S \times S$.
In particular, $a * b \in S$.
Proof. We prove 2.
Let $a, b, c, d \in S$ such that $a=c$ and $b=d$.
Since $a, b \in S$, then $(a, b) \in S \times S$.
Since $c, d \in S$, then $(c, d) \in S \times S$.
By definition of equality of ordered pairs, $(a, b)=(c, d)$ iff $a=c$ and $b=d$.
Therefore, $(a, b)=(c, d)$.
Since $*$ is a binary operation on $S$, then $*: S \times S \rightarrow S$ is a function.
Since every function is well defined, then for every $(w, x),(y, z) \in S \times S$ such that $(w, x)=(y, z)$, we have $w * x=y * z$.

Since, $(a, b)=(c, d)$, then we conclude $a * b=c * d$.
Proof. We prove 3.
Let $a, b, c \in S$ such that $a=b$.
Since equality is reflexive, then $x=x$ for every $x \in S$.
Since $c \in S$, then this implies $c=c$.
Thus, by statement $2, c=c$ and $a=b$ imply $c * a=c * b$.
Since $c=c$ and $a=b$, then we conclude $c * a=c * b$.

Proof. We prove 4.
Let $a, b, c \in S$ such that $a=b$.
Since equality is reflexive, then $x=x$ for every $x \in S$.
Since $c \in S$, then this implies $c=c$.
Thus, by statement $2, a=b$ and $c=c$ imply $a * c=b * c$.
Since $a=b$ and $c=c$, then we conclude $a * c=b * c$.
Proposition 2. If a binary structure has an identity element, then the identity element is unique.

Proof. Let $(S, *)$ be a binary structure with an identity element $e \in S$.
Since $e \in S$ is an identity element, then $e * a=a * e=a$ for every $a \in S$.
Suppose $e^{\prime}$ is an identity element of $S$.
Then $e^{\prime} \in S$ and $e^{\prime} * a=a * e^{\prime}=a$ for every $a \in S$.
Since $e^{\prime} \in S$ and $e * a=a * e=a$ for every $a \in S$, then in particular, $e * e^{\prime}=e^{\prime}$.

Since $e \in S$ and $e^{\prime} * a=a * e^{\prime}=a$ for every $a \in S$, then in particular, $e * e^{\prime}=e$.

Hence, $e=e * e^{\prime}=e^{\prime}$, so $e=e^{\prime}$.
Therefore, the identity element in $S$ is unique.
Proposition 3. Let $(S, *)$ be an associative binary structure with identity.
Then

1. The inverse of every invertible element of $S$ is unique.
2. Let $a \in S$.

If $a$ is invertible, then $\left(a^{-1}\right)^{-1}=a$. inverse of an inverse
3. Let $a, b \in S$.

If $a$ and $b$ are invertible, then $(a * b)^{-1}=b^{-1} * a^{-1}$. inverse of a product
Proof. We prove 1.
Let $e$ be the identity element of the set $S$.
Let $a$ be an arbitrary invertible element of $S$.
Then $a \in S$.
Since $a$ is invertible, then there exists $b \in S$ such that $a b=b a=e$.
Therefore, at least one inverse of $a$ exists in $S$.

Suppose $b^{\prime}$ is an inverse of $a$.
Then $b \in S$ and $b^{\prime} a=e$.
Observe that

$$
\begin{aligned}
b^{\prime} & =b^{\prime} e \\
& =b^{\prime}(a b) \\
& =\left(b^{\prime} a\right) b \\
& =e b \\
& =b .
\end{aligned}
$$

Hence, $b^{\prime}=b$, so at most one inverse of $a$ exists.

Since at least one inverse of $a$ exists and at most one inverse of $a$ exists, then exactly one inverse of $a$ exists, so the inverse of $a$ is unique.

Since $a$ is arbitrary, then the inverse of every invertible element of $S$ is unique.

Proof. We prove 2.
Let $a \in S$.
Suppose $a$ is invertible.
Then there exists a unique $a^{-1} \in S$ such that $a * a^{-1}=a^{-1} * a=e$.
Since $a * a^{-1}=a^{-1} * a=e$, then $a^{-1} * a=a * a^{-1}=e$.
Hence, $a$ is an inverse of $a^{-1}$, by definition of inverse element.
Thus, $a^{-1}$ is invertible.
From statement 1, we know that the inverse of each invertible element of an associative binary structure with identity is unique, so the inverse of $a^{-1}$ is unique.

Therefore, the inverse of $a^{-1}$ must be $a$, so $\left(a^{-1}\right)^{-1}=a$.
Proof. We prove 3.
Let $a, b \in S$.
Suppose $a$ and $b$ are invertible.
Then there exist unique $a^{-1} \in S$ and $b^{-1} \in S$ such that $a * a^{-1}=a^{-1} * a=e$ and $b * b^{-1}=b^{-1} * b=e$.

Since $(S, *)$ is a binary structure, then $S$ is closed under $*$.
Since $a \in S$ and $b \in S$, then $a * b \in S$.
Since $a^{-1} \in S$ and $b^{-1} \in S$, then $b^{-1} * a^{-1} \in S$.
Observe that

$$
\begin{aligned}
(a * b) *\left(b^{-1} * a^{-1}\right) & =a *\left(b * b^{-1}\right) * a^{-1} \\
& =a * e * a^{-1} \\
& =a * a^{-1} \\
& =e
\end{aligned}
$$

and

$$
\begin{aligned}
\left(b^{-1} * a^{-1}\right) *(a * b) & =b^{-1} *\left(a^{-1} * a\right) * b \\
& =b^{-1} * e * b \\
& =b^{-1} * b \\
& =e
\end{aligned}
$$

Hence, $b^{-1} * a^{-1}$ is an inverse of $a * b$, by definition of inverse element.
Thus, $a * b$ is invertible.
From statement 1, we know that the inverse of each invertible element of an associative binary structure with identity is unique, so the inverse of $a * b$ is unique.

Therefore, $b^{-1} * a^{-1}$ must be the inverse of $a * b$, so $(a * b)^{-1}=b^{-1} * a^{-1}$.

Proposition 4. Let $(S, *)$ be an associative binary structure with a left identity such that each element has a left inverse.

Then the left cancellation law holds.
Proof. Let $e$ be a left identity of $S$.
Let $a, b, c \in S$ such that $c a=c b$.
Since $e$ is a left identity and $a \in S$ and $b \in S$, then $a=e a$ and $b=e b$.
Since each element of $S$ has a left inverse and $c \in S$, then then there exists $c^{\prime} \in S$ such that $c^{\prime} c=e$.

Observe that

$$
\begin{aligned}
a & =e a \\
& =\left(c^{\prime} c\right) a \\
& =c^{\prime}(c a) \\
& =c^{\prime}(c b) \\
& =\left(c^{\prime} c\right) b \\
& =e b \\
& =b
\end{aligned}
$$

Therefore, $c a=c b$ implies $a=b$, so the left cancellation law holds.
Proposition 5. Let $(S, *)$ be an associative binary structure with a right identity such that each element has a right inverse.

Then the right cancellation law holds.
Proof. Let $e$ be a right identity of $S$.
Let $a, b, c \in S$ such that $a c=b c$.
Since $e$ is a right identity and $a \in S$ and $b \in S$, then $a=a e$ and $b=b e$.
Since each element of $S$ has a right inverse and $c \in S$, then then there exists $c^{\prime} \in S$ such that $c c^{\prime}=e$.

Observe that

$$
\begin{aligned}
a & =a e \\
& =a\left(c c^{\prime}\right) \\
& =(a c) c^{\prime} \\
& =(b c) c^{\prime} \\
& =b\left(c c^{\prime}\right) \\
& =b e \\
& =b
\end{aligned}
$$

Therefore, $a c=b c$ implies $a=b$, so the right cancellation law holds.
Proposition 6. If a binary structure has a zero element, then the zero element is unique.

Proof. Let $(S, *)$ be a binary structure with a zero element.
Let $z$ be a zero element of $S$.
Then $z \in S$ and $z x=x z=z$ for all $x \in S$.
Suppose $z^{\prime}$ is a zero element of $S$.
Then $z^{\prime} \in S$ and $z^{\prime} x=x z^{\prime}=z^{\prime}$ for all $x \in S$.
Since $z \in S$ and $z^{\prime} x=x z^{\prime}=z^{\prime}$ for all $x \in S$, then we conclude $z z^{\prime}=z^{\prime}$.
Since $z^{\prime} \in S$ and $z x=x z=z$ for all $x \in S$, then we conclude $z z^{\prime}=z$.
Therefore, $z=z z^{\prime}=z^{\prime}$, so $z=z^{\prime}$.
Therefore, at most one zero element exists in $S$.
Since at least one zero element exists in $S$ and at most one zero element exists in $S$, then exactly one zero element exists in $S$.

Therefore, the zero element in $S$ is unique.

## Groups

## Theorem 7. Uniqueness of group identity

The identity element of a group is unique.
Proof. Let $(G, *)$ be a group.
Then there exists an identity element for $*$ in $G$.
Let $e$ be an identity element of $G$.
Since $(G, *)$ is a group, then $G$ is a set with a binary operation $*$ defined on $G$, so $(G, *)$ is a binary structure.

Thus, $(G, *)$ is a binary structure with identity $e$.
If a binary structure has an identity element, then the identity element is unique, by proposition 2

Therefore, we conclude the identity element is unique, so $e$ is unique.

## Theorem 8. Uniqueness of group inverses

The inverse of each element in a group is unique.
Proof. Let $(G, *)$ be a group.
Let $a$ be an arbitrary element of $G$.
Since each element of $G$ has an inverse in $G$, then in particular, $a$ has an inverse in $G$, so $a$ is invertible.

Let $b$ be an inverse of $a$ in $G$.
Since $(G, *)$ is a group, then $(G, *)$ is an associative binary structure with identity.

The inverse of every invertible element of an associative binary structure with identity is unique, by proposition 3 .

Hence, the inverse of every invertible element of $(G, \cdot)$ is unique.
Since $a$ is an invertible element of $G$, then we conclude the inverse of $a$ is unique, so $b$ is unique.

Proposition 9. The identity element in a group is its own inverse.

Proof. Let $(G, *)$ be a group with identity $e \in G$.
Since $G$ is a group and $e \in G$, then $e$ has an inverse in $G$.
Let $e^{-1} \in G$ be the inverse of $e$.
Then by definition of inverse, $e e^{-1}=e$.
Since $e=e e^{-1}=e^{-1}$, then $e=e^{-1}$.
Therefore, $e$ is the inverse of $e$.
Theorem 10. Group inverse properties
Let $(G, *)$ be a group. Then

1) $\left(a^{-1}\right)^{-1}=a$ for all $a \in G$. inverse of an inverse
2) $(a * b)^{-1}=b^{-1} * a^{-1}$ for all $a, b \in G$. inverse of a product

Proof. We prove 1.
Let $a \in G$.
Each element in a group has an inverse, by definition of group.
Hence, $a$ has an inverse $a^{-1} \in G$, so $a$ is invertible.
Since $(G, *)$ is a group, then $(G, *)$ is an associative binary structure with identity.

Since $(G, *)$ is an associative binary structure with identity and $a$ is invertible, then by proposition 3 , we conclude $\left(a^{-1}\right)^{-1}=a$.

Proof. We prove 2.
Let $a, b \in G$.
Since $(G, *)$ is a group, then $(G, *)$ is an associative binary structure with identity.

By definition of a group, every element of $G$ is invertible, so $a$ is invertible and $b$ is invertible.

Since $(G, *)$ is an associative binary structure with identity and $a$ is invertible and $b$ is invertible, then by proposition 3 , we conclude $(a * b)^{-1}=b^{-1} * a^{-1}$.

Proposition 11. inverse of a finite product
Let $g_{1}, g_{2}, \ldots, g_{n}$ be elements of a group $(G, *)$.
Then $\left(g_{1} g_{2} \ldots g_{n}\right)^{-1}=g_{n}^{-1} g_{n-1}^{-1} \ldots g_{2}^{-1} g_{1}^{-1}$ for all $n \in \mathbb{Z}^{+}$.
Proof. To prove $\left(g_{1} g_{2} \ldots g_{n}\right)^{-1}=g_{n}^{-1} g_{n-1}^{-1} \ldots g_{2}^{-1} g_{1}^{-1}$ for all $n \in \mathbb{Z}^{+}$, let $S_{n}$ : $\left(g_{1} g_{2} \ldots g_{n}\right)^{-1}=g_{n}^{-1} g_{n-1}^{-1} \ldots g_{2}^{-1} g_{1}^{-1}$.

We must prove

1. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $\left(g_{1}\right)^{-1}=g_{1}^{-1}$, then $S_{1}$ is true.

## Induction:

Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.
Then $\left(g_{1} g_{2} \ldots g_{k}\right)^{-1}=g_{k}^{-1} g_{k-1}^{-1} \ldots g_{2}^{-1} g_{1}^{-1}$.

Observe that

$$
\begin{aligned}
\left(g_{1} g_{2} \ldots g_{k} g_{k+1}\right)^{-1} & =\left[\left(g_{1} g_{2} \ldots g_{k}\right) g_{k+1}\right]^{-1} \\
& =g_{k+1}^{-1} *\left(g_{1} g_{2} \ldots g_{k}\right)^{-1} \\
& =g_{k+1}^{-1} *\left(g_{k}^{-1} g_{k-1}^{-1} * \ldots * g_{2}^{-1} g_{1}^{-1}\right) \\
& =g_{k+1}^{-1} * g_{k}^{-1} * g_{k-1}^{-1} * \ldots * g_{2}^{-1} * g_{1}^{-1} .
\end{aligned}
$$

Therefore, $\left(g_{1} g_{2} \ldots g_{k} g_{k+1}\right)^{-1}=g_{k+1}^{-1} * g_{k}^{-1} * g_{k-1}^{-1} \ldots * g_{2}^{-1} g_{1}^{-1}$, so $S_{k+1}$ is true. Hence, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

## Theorem 12. Group Cancellation Laws

Let $(G, *)$ be a group.
For all $a, b, c \in G$

1. if $c * a=c * b$ then $a=b$. (left cancellation law)
2. if $a * c=b * c$ then $a=b$. (right cancellation law)

Proof. We prove the left cancellation law holds in a group.
Since $(G, *)$ is a group, then $*$ is a binary operation on $G$ and $*$ is associative, so $(G, *)$ is an associative binary structure.

Since $(G, *)$ is a group, then an identity element exists in $G$.
Let $e \in G$ be the identity of $G$.
Then $e * a=a * e=a$ for all $a \in G$, so $e * a=a$ for all $a \in G$.
Hence, $e$ is a left identity with respect to $*$, so $(G, *)$ has a left identity.

Let $a \in G$ be arbitrary.
By definition of a group, $a$ has an inverse in $G$, so there exists $b \in G$ such that $a * b=b * a=e$.

Hence, there exists $b \in G$ such that $b * a=e$, so $b$ is a left inverse of $a$.
Thus, $a$ has a left inverse.
Since $a$ is arbitrary, then each element of $G$ has a left inverse.
Since $(G, *)$ is an associative binary structure and $(G, *)$ has a left identity and each element of $G$ has a left inverse, then by proposition 4, we conclude the left cancellation law holds in ( $G, *$ ).

Proof. We prove the right cancellation law holds in a group.
Since $(G, *)$ is a group, then $*$ is a binary operation on $G$ and $*$ is associative, so $(G, *)$ is an associative binary structure.

Since $(G, *)$ is a group, then an identity element exists in $G$.
Let $e \in G$ be the identity of $G$.
Then $e * a=a * e=a$ for all $a \in G$, so $a * e=a$ for all $a \in G$.
Hence, $e$ is a right identity with respect to $*$, so $(G, *)$ has a right identity.

Let $a \in G$ be arbitrary.
By definition of a group, $a$ has an inverse in $G$, so there exists $b \in G$ such that $a * b=b * a=e$.

Hence, there exists $b \in G$ such that $a * b=e$, so $b$ is a right inverse of $a$.
Thus, $a$ has a right inverse.
Since $a$ is arbitrary, then each element of $G$ has a right inverse.

Since $(G, *)$ is an associative binary structure and $(G, *)$ has a right identity and each element of $G$ has a right inverse, then by proposition 5 , we conclude the right cancellation law holds in $(G, *)$.

## Corollary 13. Unique solutions to linear equations

Let $(G, *)$ be a group.
Let $a, b \in G$.

1. The linear equation $a * x=b$ has a unique solution in $G$.
2. The linear equation $x * a=b$ has a unique solution in $G$.

Proof. We prove a solution to the linear equation $a * x=b$ is unique.
Let $a, b \in G$.
Since $G$ is a group, then the inverse of $a$ exists in $G$, so $a^{-1} \in G$.

## Existence:

Let $x=a^{-1} * b$.
Since $G$ is closed under $*$, then $a^{-1} * b \in G$, so $x \in G$.
Observe that $a *\left(a^{-1} * b\right)=\left(a * a^{-1}\right) * b=e * b=b$.
Hence, $a^{-1} * b \in G$ is a solution to the equation $a * x=b$.
Therefore, at least one solution exists.

## Uniqueness:

Suppose $x_{1}, x_{2} \in G$ are solutions to the equation $a * x=b$.
Then $a * x_{1}=b$ and $a * x_{2}=b$, so $b=a * x_{1}=a * x_{2}$.
By the left cancellation law for groups we obtain $x_{1}=x_{2}$.
Therefore, at most one solution exists.

Since at least one solution exists and at most one solution exists, then exactly one solution exists.

Therefore, a solution to the equation $a * x=b$ is unique.
Proof. We prove a solution to the linear equation $x * a=b$ is unique.
Let $a, b \in G$.
Since $G$ is a group, then the inverse of $a$ exists in $G$, so $a^{-1} \in G$.

## Existence:

Let $x=b * a^{-1}$.
Since $G$ is closed under $*$, then $b * a^{-1} \in G$, so $x \in G$.
Observe that $\left(b * a^{-1}\right) * a=b *\left(a^{-1} * a\right)=b * e=b$.
Hence, $b * a^{-1} \in G$ is a solution to the equation $x * a=b$.
Therefore, at least one solution exists.

## Uniqueness:

Suppose $x_{1}, x_{2} \in G$ are solutions to the equation $x * a=b$.
Then $x_{1} * a=b$ and $x_{2} * a=b$, so $b=x_{1} * a=x_{2} * a$.
By the right cancellation law for groups we obtain $x_{1}=x_{2}$.
Therefore, at most one solution exists.

Since at least one solution exists and at most one solution exists, then exactly one solution exists.

Therefore, a solution to the equation $x * a=b$ is unique.
Proposition 14. A group has exactly one idempotent element, the identity element.

Proof. Let $(G, *)$ be a group with identity $e \in G$.

## Existence:

Then $e * e=e$, by definition of identity element.
Hence, $e$ is an idempotent element, by definition of idempotent element.
Thus, there is at least one idempotent element in $G$.

## Uniqueness:

Suppose $x$ is an idempotent element of $G$.
Then $x * x=x=x * e$.
By the left cancellation law for groups we obtain $x=e$.
Therefore, there is at most one idempotent element in $G$.
Since there is at least one idempotent element in $G$ and there is at most one idempotent element in $G$, then there is exactly one idempotent element in $G$.

## Proposition 15. left sided definition of a group

A group $(G, *)$ is a set $G$ with a binary operation $*$ defined on $G$ such that the following axioms hold:

G1. * is associative.
$(a * b) * c=a *(b * c)$ for all $a, b, c \in G$.
G2. There is a left identity element for *.
$(\exists e \in G)(\forall a \in G)(e * a=a)$.
G3. Each element has a left inverse for *.
$(\forall a \in G)(\exists b \in G)(b * a=e)$.
Proof. Let $G$ be a set with a binary operation $*$ defined on $G$ such that $*$ is associative and there is a left identity element for $*$ and each element has a left inverse.

Since $G$ is a set and $*$ is a binary operation on $G$ and $*$ is associative, then $G$ is an associative binary structure, so $G$ is an associative binary structure with a left identity and each element has a left inverse.

Let $e$ be a left identity of $G$.
Let $a \in G$.
Since $e$ is a left identity, then $e \in G$ and $e x=x$ for all $x \in G$.
In particular, $e a=a$ and $e e=e$.
Since $a \in G$ and each element of $G$ has a left inverse, then there exists $a^{\prime} \in G$ such that $a^{\prime} a=e$.

Observe that

$$
\begin{aligned}
a^{\prime} a & =e \\
& =e e \\
& =\left(a^{\prime} a\right) e \\
& =a^{\prime}(a e)
\end{aligned}
$$

Thus, $a^{\prime} a=a^{\prime}(a e)$.
Since $G$ is an associative binary structure with a left identity and each element has a left inverse, then by proposition 4 , the left cancellation law holds.

Therefore, $a=a e$.
Hence, $e a=a=a e$.
Since $a$ is arbitrary, then $e a=a e=a$ for all $a \in G$, so $e$ is an identity for $*$.

Since $e$ is an identity for $*$, then $e x=x e=x$ for all $x \in G$.
Since $a^{\prime} \in G$, then we conclude $e a^{\prime}=a^{\prime} e=a^{\prime}$.
Observe that

$$
\begin{aligned}
a^{\prime} e & =a^{\prime} \\
& =e a^{\prime} \\
& =\left(a^{\prime} a\right) a^{\prime} \\
& =a^{\prime}\left(a a^{\prime}\right)
\end{aligned}
$$

Thus, $a^{\prime} e=a^{\prime}\left(a a^{\prime}\right)$.
By the left cancellation law, we have $e=a a^{\prime}$.
Hence, $a^{\prime} a=e=a a^{\prime}$.
Since $a^{\prime} \in G$ and $a a^{\prime}=a^{\prime} a=e$, then $a^{\prime}$ is an inverse of $a$, so $a$ has an inverse for $*$.

Since $a$ is arbitrary, then every element of $G$ has an inverse for $*$.

Since $*$ is a binary operation on $G$ and $*$ is associative and $e$ is an identity element for $*$ and every element of $G$ has an inverse for $*$, then by definition of group, $(G, *)$ is a group.

## Proposition 16. right sided definition of a group

A group $(G, *)$ is a set $G$ with a binary operation $*$ defined on $G$ such that the following axioms hold:

G1. * is associative.
$(a * b) * c=a *(b * c)$ for all $a, b, c \in G$.

G2. There is a right identity element for $*$.
$(\exists e \in G)(\forall a \in G)(a * e=a)$.
G3. Each element has a right inverse for $*$.
$(\forall a \in G)(\exists b \in G)(a * b=e)$.
Proof. Let $G$ be a set with a binary operation $*$ defined on $G$ such that $*$ is associative and there is a right identity element for $*$ and each element has a right inverse.

Since $G$ is a set and $*$ is a binary operation on $G$ and $*$ is associative, then $G$ is an associative binary structure, $G$ is an associative binary structure with a right identity and each element has a right inverse.

Let $e$ be a right identity of $G$.
Let $a \in G$.
Since $e$ is a right identity, then $e \in G$ and $x e=x$ for all $x \in G$.
In particular, $a e=a$ and $e e=e$.
Since $a \in G$ and each element of $G$ has a right inverse, then there exists $a^{\prime} \in G$ such that $a a^{\prime}=e$.

Observe that

$$
\begin{aligned}
a a^{\prime} & =e \\
& =e e \\
& =e\left(a a^{\prime}\right) \\
& =(e a) a^{\prime} .
\end{aligned}
$$

Thus, $a a^{\prime}=(e a) a^{\prime}$.
Since $G$ is an associative binary structure with a right identity and each element has a right inverse, then by proposition 5 , the right cancellation law holds.

Therefore, $a=e a$.
Hence, $a e=a=e a$.
Since $a$ is arbitrary, then $e a=a e=a$ for all $a \in G$, so $e$ is an identity for $*$.

Since $e$ is an identity for $*$, then $e x=x e=x$ for all $x \in G$.
Since $a^{\prime} \in G$, then we conclude $e a^{\prime}=a^{\prime} e=a^{\prime}$.
Observe that

$$
\begin{aligned}
e a^{\prime} & =a^{\prime} \\
& =a^{\prime} e \\
& =a^{\prime}\left(a a^{\prime}\right) \\
& =\left(a^{\prime} a\right) a^{\prime}
\end{aligned}
$$

Thus, $e a^{\prime}=\left(a^{\prime} a\right) a^{\prime}$.
By the right cancellation law, we have $e=a^{\prime} a$.
Hence, $a a^{\prime}=e=a^{\prime} a$.

Since $a^{\prime} \in G$ and $a a^{\prime}=a^{\prime} a=e$, then $a^{\prime}$ is an inverse of $a$, so $a$ has an inverse for $*$.

Since $a$ is arbitrary, then every element of $G$ has an inverse for $*$.

Since $*$ is a binary operation on $G$ and $*$ is associative and $e$ is an identity element for $*$ and every element has an inverse for $*$, then by definition of group, $(G, *)$ is a group.

## multiplicative group notation

Lemma 17. Let $(G, \cdot)$ be a multiplicative group.
Let $a \in G$.
Then $a^{n} \cdot a=a \cdot a^{n}$ for all $n \in \mathbb{Z}^{+}$.
Proof. To prove $a^{n} \cdot a=a \cdot a^{n}$ for all $n \in \mathbb{Z}^{+}$, let $S_{n}: a^{n} \cdot a=a \cdot a^{n}$.
We must prove

1. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Observe that

$$
\begin{aligned}
a^{1} \cdot a & =\left(a^{1-1} \cdot a\right) \cdot a \\
& =\left(a^{0} \cdot a\right) \cdot a \\
& =\left(a^{0} \cdot a\right) \cdot(e \cdot a) \\
& =\left(a^{0} \cdot a\right) \cdot\left(a^{0} \cdot a\right) \\
& =(e \cdot a) \cdot\left(a^{1-1} \cdot a\right) \\
& =a \cdot a^{1} .
\end{aligned}
$$

Therefore, $a^{1} \cdot a=a \cdot a^{1}$, so $S_{1}$ is true.
Induction:
Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.
Then $a^{k} \cdot a=a \cdot a^{k}$ and $k>0$, so $k+1>0$.
Observe that

$$
\begin{aligned}
a^{k+1} \cdot a & =\left(a^{k} \cdot a\right) \cdot a \\
& =\left(a \cdot a^{k}\right) \cdot a \\
& =a \cdot\left(a^{k} \cdot a\right) \\
& =a \cdot a^{k+1}
\end{aligned}
$$

Hence, $a^{k+1} \cdot a=a \cdot a^{k+1}$, so $S_{k+1}$ is true.
Thus, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Theorem 18. Laws of Exponents for a multiplicative group
Let $(G, \cdot)$ be a multiplicative group.

1. If $a \in G$, then $a^{-n}=\left(a^{-1}\right)^{n}=\left(a^{n}\right)^{-1}$ for all $n \in \mathbb{Z}^{+}$.
2. If $a \in G$, then $a^{n} \in G$ for all $n \in \mathbb{Z}$.
3. If $a \in G$, then $a^{m} \cdot a^{n}=a^{m+n}$ for all $m, n \in \mathbb{Z}$.
4. If $a \in G$, then $\left(a^{m}\right)^{n}=a^{m n}$ for all $m, n \in \mathbb{Z}$.
5. If $a, b \in G$ and $G$ is abelian, then $(a b)^{n}=a^{n} \cdot b^{n}$ for all $n \in \mathbb{Z}$.

Proof. We prove 1.
If $a \in G$, then $a^{-n}=\left(a^{-1}\right)^{n}=\left(a^{n}\right)^{-1}$ for all $n \in \mathbb{Z}^{+}$.
Let $a \in G$ be arbitrary.
To prove $a^{-n}=\left(a^{-1}\right)^{n}=\left(a^{n}\right)^{-1}$ for all $n \in \mathbb{Z}^{+}$, let $n \in \mathbb{Z}^{+}$.
Then $n \in \mathbb{Z}$ and $n>0$, so $a^{-n}=\left(a^{-1}\right)^{n}$.
Since $n \in \mathbb{Z}^{+}$, then $\left(a^{-1}\right)^{n}$ is a product of $a^{-1}$ with itself $n$ times.
Hence, $\left(a^{-1}\right)^{n}=\left(a^{-1}\right) \cdot\left(a^{-1}\right) \cdot \ldots \cdot\left(a^{-1}\right)$.
The expression $\left(a^{-1}\right) \cdot\left(a^{-1}\right) \cdot \ldots \cdot\left(a^{-1}\right)$ is the same as the inverse of the product of $a$ with itself $n$ times, by proposition 11 .

Thus, $\left(a^{-1}\right) \cdot\left(a^{-1}\right) \cdot \ldots \cdot\left(a^{-1}\right)=(a \cdot a \ldots \cdot a)^{-1}=\left(a^{n}\right)^{-1}$.
Hence, $\left(a^{-1}\right)^{n}=\left(a^{-1}\right) \cdot\left(a^{-1}\right) \cdot \ldots \cdot\left(a^{-1}\right)=(a \cdot a \ldots \cdot a)^{-1}=\left(a^{n}\right)^{-1}$, so $\left(a^{-1}\right)^{n}=\left(a^{n}\right)^{-1}$.

Therefore, $a^{-n}=\left(a^{-1}\right)^{n}$ and $\left(a^{-1}\right)^{n}=\left(a^{n}\right)^{-1}$, so $a^{-n}=\left(a^{-1}\right)^{n}=\left(a^{n}\right)^{-1}$.

Proof. We prove 2.
If $a \in G$, then $a^{n} \in G$ for all $n \in \mathbb{Z}$.
Let $e \in G$ be the identity of $G$.
Let $a \in G$ be arbitrary.
To prove $a^{n} \in G$ for all $n \in \mathbb{Z}$, let $S_{n}: a^{n} \in G$ and let $T_{n}: a^{-n} \in G$.
We must prove

1. $a^{0} \in G$.
2. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.
3. $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We first prove $a^{0} \in G$.
Since $a^{0}=e$ and $e \in G$, then $a^{0} \in G$.
Proof. We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $a \in G$ and $a^{1}=a^{1-1} \cdot a=a^{0} \cdot a=e \cdot a=a$, then $a^{1} \in G$, so $S_{1}$ is true.
Induction:
Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k>0$, so $k+1>0$.
Since $S_{k}$ is true, then $a^{k} \in G$.
Since $a^{k+1}=a^{k} \cdot a$ and $a^{k} \in G$ and $a \in G$, then by closure of $G$ under $\cdot$, the product $a^{k+1}$ is an element of $G$, so $a^{k+1} \in G$.

Therefore, $S_{k+1}$ is true.
Thus, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $a \in G$ and every element in $G$ is invertible by definition of a group, then its inverse $a^{-1}$ is in $G$, so $a^{-1} \in G$.

Therefore, $T_{1}$ is true.

## Induction:

Let $k \in \mathbb{Z}^{+}$such that $T_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k>0$ and $k+1 \in \mathbb{Z}^{+}$, so $k+1>0$.
Since $k>0$, then $a^{-k}=\left(a^{-1}\right)^{k}$.
Since $T_{k}$ is true, then $a^{-k} \in G$.
Observe that

$$
\begin{aligned}
a^{-(k+1)} & =\left(a^{-1}\right)^{(k+1)} \\
& =\left(a^{-1}\right)^{k} \cdot\left(a^{-1}\right) \\
& =\left(a^{-k}\right) \cdot\left(a^{-1}\right)
\end{aligned}
$$

Since $a^{-k} \in G$ and $a^{-1} \in G$, then by closure of $G$ under $\cdot$, we have $a^{-k} \cdot a^{-1} \in$ $G$, so $a^{-(k+1)} \in G$.

Therefore, $T_{k+1}$ is true.
Thus, $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $T_{1}$ is true and $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove 3.
If $a \in G$, then $a^{m} \cdot a^{n}=a^{m+n}$ for all $m, n \in \mathbb{Z}$.
Let $a \in G$ be arbitrary.
Let $m \in \mathbb{Z}$.
To prove $a^{m} \cdot a^{n}=a^{m+n}$ for all $n \in \mathbb{Z}$, let $S_{n}: a^{m} \cdot a^{n}=a^{m+n}$ and let $T_{n}: a^{m} \cdot a^{-n}=a^{m-n}$.

We must prove

1. $a^{m} \cdot a^{0}=a^{m+0}$.
2. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.
3. $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $a^{m} \cdot a^{0}=a^{m+0}$.
Since $a^{m+0}=a^{m}=a^{m} \cdot e=a^{m} \cdot a^{0}$, then $a^{m} \cdot a^{0}=a^{m+0}$.
Proof. We prove $T_{1}$ is true.
Basis:
Either $m-1>0$ or $m-1=0$ or $m-1<0$.
We consider these cases separately.
Case 1: Suppose $m-1>0$.

Then $m>1$, so $m>0$.
Since $a^{m} \cdot a^{-1}=\left(a^{m-1} \cdot a\right) \cdot a^{-1}=a^{m-1} \cdot\left(a \cdot a^{-1}\right)=a^{m-1} \cdot e=a^{m-1}$, then $a^{m} \cdot a^{-1}=a^{m-1}$.

Therefore, $T_{1}$ is true.
Case 2: Suppose $m-1=0$.
Then $m=1$.
Since $a^{m} \cdot a^{-1}=a^{1} \cdot a^{-1}=a \cdot a^{-1}=e=a^{0}=a^{m-1}$, then $a^{m} \cdot a^{-1}=a^{m-1}$.
Therefore, $T_{1}$ is true.
Case 3: Suppose $m-1<0$.
Then $m<1$.
We must prove $a^{m} \cdot a^{-1}=a^{m-1}$ for all integers $m<1$.
The statement $a^{m} \cdot a^{-1}=a^{m-1}$ for all integers $m<-1$ is equivalent to the statement $a^{m} \cdot a^{-1}=a^{m-1}$ for all integers $m \leq-2$ which is equivalent to the statement $a^{-k} \cdot a^{-1}=a^{-k-1}$ for all integers $k \geq 2$.

So, to prove the statement $a^{m} \cdot a^{-1}=a^{m-1}$ for all integers $m<-1$, we prove the equivalent statement $a^{-k} \cdot a^{-1}=a^{-k-1}$ for all integers $k \geq 2$.

Let $k \in \mathbb{Z}$ and $k \geq 2$.
Since $k \geq 2$ and $2>0$, then $k>0$.
Since $k>0$ and $1>0$, we add to obtain $k+1>0$.
Observe that

$$
\begin{aligned}
a^{-k} \cdot a^{-1} & =\left(a^{k}\right)^{-1} \cdot a^{-1} \\
& =\left(a \cdot a^{k}\right)^{-1} \\
& =\left(a^{k} \cdot a\right)^{-1} \\
& =\left(a^{k+1}\right)^{-1} \\
& =a^{-(k+1)} \\
& =a^{-k-1}
\end{aligned}
$$

Hence, $a^{-k} \cdot a^{-1}=a^{-k-1}$, so $a^{m} \cdot a^{-1}=a^{m-1}$ for all integers $m<-1$. Therefore, $T_{1}$ is true.

In all cases, $T_{1}$ is true.
Therefore, $a^{m} \cdot a^{-1}=a^{m-1}$ for all $m \in \mathbb{Z}$.

## Proof. Induction:

Let $k \in \mathbb{Z}^{+}$such that $T_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k>0$, so $k+1>0$.
Since $T_{k}$ is true, then $a^{m} \cdot a^{-k}=a^{m-k}$.
Either $m-k-1>0$ or $m-k-1=0$ or $m-k-1<0$.
We consider these cases separately.
Case 1: Suppose $m-k-1>0$.
Then $m-k>1$, so $m-k>0$.

Observe that

$$
\begin{aligned}
a^{m} \cdot a^{-(k+1)} & =a^{m} \cdot\left(a^{-1}\right)^{k+1} \\
& =a^{m} \cdot\left(\left(a^{-1}\right)^{k} \cdot a^{-1}\right) \\
& =a^{m} \cdot\left(a^{-k} \cdot a^{-1}\right) \\
& =\left(a^{m} \cdot a^{-k}\right) \cdot a^{-1} \\
& =a^{m-k} \cdot a^{-1} \\
& =\left(a^{m-k-1} \cdot a\right) \cdot a^{-1} \\
& =a^{m-k-1} \cdot\left(a \cdot a^{-1}\right) \\
& =a^{m-k-1} \cdot e \\
& =a^{m-k-1} \\
& =a^{m-(k+1)}
\end{aligned}
$$

Thus, $a^{m} \cdot a^{-(k+1)}=a^{m-(k+1)}$.
Therefore, $T_{k+1}$ is true.
Case 2: Suppose $m-k-1=0$.
Then $m-k=1$.
Observe that

$$
\begin{aligned}
a^{m} \cdot a^{-(k+1)} & =a^{m} \cdot\left(a^{-1}\right)^{k+1} \\
& =a^{m} \cdot\left(\left(a^{-1}\right)^{k} \cdot a^{-1}\right) \\
& =a^{m} \cdot\left(a^{-k} \cdot a^{-1}\right) \\
& =\left(a^{m} \cdot a^{-k}\right) \cdot a^{-1} \\
& =a^{m-k} \cdot a^{-1} \\
& =a^{1} \cdot a^{-1} \\
& =a \cdot a^{-1} \\
& =e \\
& =a^{0} \\
& =a^{m-k-1} \\
& =a^{m-(k+1)} .
\end{aligned}
$$

Thus, $a^{m} \cdot a^{-(k+1)}=a^{m-(k+1)}$.
Therefore, $T_{k+1}$ is true.
Case 3: Suppose $m-k-1<0$.

Observe that

$$
\begin{aligned}
a^{m} \cdot a^{-(k+1)} & =a^{m} \cdot\left(a^{-1}\right)^{k+1} \\
& =a^{m} \cdot\left(\left(a^{-1}\right)^{k} \cdot a^{-1}\right) \\
& =a^{m} \cdot\left(a^{-k} \cdot a^{-1}\right) \\
& =\left(a^{m} \cdot a^{-k}\right) \cdot a^{-1} \\
& =a^{m-k} \cdot a^{-1} \\
& =a^{m-k-1} \\
& =a^{m-(k+1)} .
\end{aligned}
$$

Thus, $a^{m} \cdot a^{-(k+1)}=a^{m-(k+1)}$. Therefore, $T_{k+1}$ is true.

In all cases, $T_{k+1}$ is true.
Hence, $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $T_{1}$ is true and $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Either $m+1>0$ or $m+1=0$ or $m+1<0$.
We consider these cases separately.
Case 1: Suppose $m+1>0$.
Since $a^{m} \cdot a^{1}=a^{m} \cdot a=a^{m+1-1} \cdot a=a^{m+1}$, then $a^{m} \cdot a^{1}=a^{m+1}$.
Therefore, $S_{1}$ is true.
Case 2: Suppose $m+1=0$.
Then $m=-1$.
Since $a^{m} \cdot a^{1}=a^{-1} \cdot a^{1}=a^{-1} \cdot a=e=a^{0}=a^{m+1}$, then $a^{m} \cdot a^{1}=a^{m+1}$.
Therefore, $S_{1}$ is true.
Case 3: Suppose $m+1<0$.
Then $m<-1$.
We must prove $a^{m} \cdot a^{1}=a^{m+1}$ for all integers $m<-1$.
The statement $a^{m} \cdot a^{1}=a^{m+1}$ for all integers $m<-1$ is equivalent to the statement $a^{m} \cdot a^{1}=a^{m+1}$ for all integers $m \leq-2$ which is equivalent to the statement $a^{-k} \cdot a^{1}=a^{-k+1}$ for all integers $k \geq 2$.

So, to prove the statement $a^{m} \cdot a^{1}=a^{m+1}$ for all integers $m<-1$, we prove the equivalent statement $a^{-k} \cdot a^{1}=a^{-k+1}$ for all integers $k \geq 2$.

Let $k \in \mathbb{Z}$ and $k \geq 2$.
Since $k \geq 2$ and $2>0$, then $k>0$.
Since $k \geq 2$, then $k-1 \geq 1$, so $k-1>0$.

Observe that

$$
\begin{aligned}
a^{-k} \cdot a^{1} & =a^{-k} \cdot a \\
& =\left(a^{-1}\right)^{k} \cdot a \\
& =\left[\left(a^{-1}\right)^{k-1} \cdot a^{-1}\right] \cdot a \\
& =\left(a^{-1}\right)^{k-1} \cdot\left(a^{-1} \cdot a\right) \\
& =\left(a^{-1}\right)^{k-1} \cdot e \\
& =\left(a^{-1}\right)^{k-1} \\
& =a^{-(k-1)} \\
& =a^{-k+1}
\end{aligned}
$$

Hence, $a^{-k} \cdot a^{1}=a^{-k+1}$, so $a^{m} \cdot a^{1}=a^{m+1}$ for all integers $m<-1$. Therefore, $S_{1}$ is true.

In all cases, $S_{1}$ is true.

## Proof. Induction:

Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k>0$.
Since $S_{k}$ is true, then $a^{m} \cdot a^{k}=a^{m+k}$.
Either $m+k+1>0$ or $m+k+1=0$ or $m+k+1<0$.
We consider these cases separately.
Case 1: Suppose $m+k+1>0$.
Observe that

$$
\begin{aligned}
a^{m} \cdot a^{k+1} & =a^{m} \cdot\left(a^{k} \cdot a\right) \\
& =\left(a^{m} \cdot a^{k}\right) \cdot a \\
& =a^{m+k} \cdot a \\
& =a^{m+k+1-1} \cdot a \\
& =a^{m+k+1} \\
& =a^{m+(k+1)}
\end{aligned}
$$

Thus, $a^{m} \cdot a^{k+1}=a^{m+(k+1)}$.
Therefore, $S_{k+1}$ is true.
Case 2: Suppose $m+k+1=0$.
Then $m+k=-1$.

Observe that

$$
\begin{aligned}
a^{m} \cdot a^{k+1} & =a^{m} \cdot\left(a^{k} \cdot a\right) \\
& =\left(a^{m} \cdot a^{k}\right) \cdot a \\
& =a^{m+k} \cdot a \\
& =a^{-1} \cdot a \\
& =e \\
& =a^{0} \\
& =a^{m+k+1} \\
& =a^{m+(k+1)} .
\end{aligned}
$$

Thus, $a^{m} \cdot a^{k+1}=a^{m+(k+1)}$.
Therefore, $S_{k+1}$ is true.
Case 3: Suppose $m+k+1<0$.
Then $m+k<-1$.
Since $S_{1}$ is true, then $a^{m} \cdot a^{1}=a^{m+1}$ for all integers $m<-1$.
Hence, $a^{m+k} \cdot a^{1}=a^{(m+k)+1}$.
Observe that

$$
\begin{aligned}
a^{m} \cdot a^{k+1} & =a^{m} \cdot\left(a^{k} \cdot a\right) \\
& =\left(a^{m} \cdot a^{k}\right) \cdot a \\
& =a^{m+k} \cdot a \\
& =a^{m+k} \cdot a^{1} \\
& =a^{(m+k)+1} \\
& =a^{m+(k+1)} .
\end{aligned}
$$

Thus, $a^{m} \cdot a^{k+1}=a^{m+(k+1)}$.
Therefore, $S_{k+1}$ is true.
In all cases, $S_{k+1}$ is true.
Hence, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove 4.
If $a \in G$, then $\left(a^{m}\right)^{n}=a^{m n}$ for all $m, n \in \mathbb{Z}$.
Let $a \in G$.
Let $m \in \mathbb{Z}$.
To prove $\left(a^{m}\right)^{n}=a^{m n}$ for all $n \in \mathbb{Z}$, let $S_{n}:\left(a^{m}\right)^{n}=a^{m n}$ and let $T_{n}$ : $\left(a^{m}\right)^{-n}=a^{m(-n)}$.

We must prove

1. $\left(a^{m}\right)^{0}=a^{m 0}$.
2. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.
3. $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $\left(a^{m}\right)^{0}=a^{m 0}$.
Since $a \in G$ and $m \in \mathbb{Z}$, then $a^{m} \in G$, so $\left(a^{m}\right)^{0}=e=a^{0}=a^{m \cdot 0}$.
Therefore, $\left(a^{m}\right)^{0}=a^{m 0}$.
Proof. We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.
Basis:
Since $\left(a^{m}\right)^{1}=a^{m}=a^{m 1}$, then $\left(a^{m}\right)^{1}=a^{m 1}$, so $S_{1}$ is true.
Induction:
Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.
Then $\left(a^{m}\right)^{k}=a^{m k}$.
Observe that

$$
\begin{aligned}
\left(a^{m}\right)^{k+1} & =\left(a^{m}\right)^{k} \cdot a^{m} \\
& =a^{m k} \cdot a^{m} \\
& =a^{m k+m} \\
& =a^{m(k+1)}
\end{aligned}
$$

Thus, $\left(a^{m}\right)^{k+1}=a^{m(k+1)}$, so $S_{k+1}$ is true.
Therefore, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $m \in \mathbb{Z}$, then either $m>0$ or $m=0$ or $m<0$.
We consider these cases separately.
Case 1: Suppose $m>0$.
Then $\left(a^{m}\right)^{-1}=a^{-m}=a^{m(-1)}$, so $\left(a^{m}\right)^{-1}=a^{m(-1)}$.
Therefore, $T_{1}$ is true.
Case 2: Suppose $m=0$.
Then $\left(a^{m}\right)^{-1}=\left(a^{0}\right)^{-1}=e^{-1}=e=a^{0}=a^{0(-1)}=a^{m(-1)}$, so $\left(a^{m}\right)^{-1}=$ $a^{m(-1)}$.

Therefore, $T_{1}$ is true.
Case 3: Suppose $m<0$.
Then $-m>0$, so $a^{-(-m)}=\left(a^{-m}\right)^{-1}$.
Observe that

$$
\begin{aligned}
\left(a^{m}\right)^{-1} & =\left[a^{-(-m)}\right]^{-1} \\
& =\left[\left(a^{-m}\right)^{-1}\right]^{-1} \\
& =a^{-m} \\
& =a^{m(-1)}
\end{aligned}
$$

Thus, $\left(a^{m}\right)^{-1}=a^{m(-1)}$, so $T_{1}$ is true.

In all cases, $T_{1}$ is true.
Therefore, $\left(a^{m}\right)^{-1}=a^{m(-1)}$ for all $m \in \mathbb{Z}$.
Induction:
Let $k \in \mathbb{Z}^{+}$such that $T_{k}$ is true.
Then $\left(a^{m}\right)^{-k}=a^{m(-k)}$.
Observe that

$$
\begin{aligned}
\left(a^{m}\right)^{-(k+1)} & =\left(a^{m}\right)^{(k+1)(-1)} \\
& =\left[\left(a^{m}\right)^{k+1}\right]^{-1} \\
& =\left[\left(a^{m}\right)^{k} \cdot a^{m}\right]^{-1} \\
& =\left(a^{m}\right)^{-1} \cdot\left[\left(a^{m}\right)^{k}\right]^{-1} \\
& =\left(a^{m}\right)^{-1} \cdot\left(a^{m}\right)^{k(-1)} \\
& =\left(a^{m}\right)^{-1} \cdot\left(a^{m}\right)^{-k} \\
& =\left(a^{m}\right)^{-1} \cdot a^{m(-k)} \\
& =a^{m(-1)} \cdot a^{m(-k)} \\
& =a^{-m} \cdot a^{-m k} \\
& =a^{-m-m k} \\
& =a^{-m(1+k)} \\
& =a^{-m(k+1)} .
\end{aligned}
$$

Thus, $\left(a^{m}\right)^{-(k+1)}=a^{-m(k+1)}$, so $T_{k+1}$ is true.
Therefore, $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $T_{1}$ is true and $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove 5.
If $a, b \in G$ and $G$ is abelian, then $(a b)^{n}=a^{n} b^{n}$ for all $n \in \mathbb{Z}$.
Suppose $a, b \in G$ and $G$ is abelian.
To prove $(a b)^{n}=a^{n} b^{n}$ for all $n \in \mathbb{Z}$, let $S_{n}:(a b)^{n}=a^{n} b^{n}$ and let $T_{n}$ : $(a b)^{-n}=a^{-n} b^{-n}$.

We must prove

1. $(a b)^{0}=a^{0} b^{0}$.
2. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.
3. $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $(a b)^{0}=a^{0} b^{0}$.
Since $a \in G$ and $b \in G$, then by closure of $G$ under $\cdot$, we have $a b \in G$.
Therefore, $(a b)^{0}=e=e e=a^{0} b^{0}$, so $(a b)^{0}=a^{0} b^{0}$, as desired.
Proof. We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $(a b)^{1}=a b=a^{1} b^{1}$, then $(a b)^{1}=a^{1} b^{1}$, so $S_{1}$ is true.

## Induction:

Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.

Since $k \in \mathbb{Z}^{+}$, then $k \in \mathbb{Z}$ and $k>0$.
Since $S_{k}$ is true, then $(a b)^{k}=a^{k} b^{k}$.
Observe that

$$
\begin{aligned}
(a b)^{k+1} & =(a b)^{k}(a b) \\
& =\left(a^{k} b^{k}\right)(a b) \\
& =a^{k}\left(b^{k} a\right) b \\
& =a^{k}\left(a b^{k}\right) b \\
& =\left(a^{k} a\right)\left(b^{k} b\right) \\
& =a^{k+1} b^{k+1}
\end{aligned}
$$

Therefore, $(a b)^{k+1}=a^{k+1} b^{k+1}$, so $S_{k+1}$ is true.
Hence, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $(a b)^{-1}=b^{-1} a^{-1}=a^{-1} b^{-1}$, then $(a b)^{-1}=a^{-1} b^{-1}$, so $T_{1}$ is true.

## Induction:

Let $k \in \mathbb{Z}^{+}$such that $T_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k \in \mathbb{Z}$ and $k>0$.
Since $T_{k}$ is true, then $(a b)^{-k}=a^{-k} b^{-k}$.
Observe that

$$
\begin{aligned}
(a b)^{-(k+1)} & =(a b)^{-k-1} \\
& =(a b)^{-k}(a b)^{-1} \\
& =\left(a^{-k} b^{-k}\right)(a b)^{-1} \\
& =\left(a^{-k} b^{-k}\right)\left(b^{-1} a^{-1}\right) \\
& =a^{-k}\left(b^{-k} b^{-1}\right) a^{-1} \\
& =\left(a^{-k} a^{-1}\right)\left(b^{-k} b^{-1}\right) \\
& =a^{-k-1} b^{-k-1} \\
& =a^{-(k+1)} b^{-(k+1)}
\end{aligned}
$$

Hence, $(a b)^{-(k+1)}=a^{-(k+1)} b^{-(k+1)}$, so $T_{k+1}$ is true.
Therefore, $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $T_{1}$ is true and $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$

Proposition 19. Let $(G, \cdot)$ be a multiplicative group with multiplicative identity $e \in G$.
$(\forall n \in \mathbb{Z})\left(e^{n}=e\right)$.

Proof. To prove $(\forall n \in \mathbb{Z})\left(e^{n}=e\right)$, let $S_{n}: e^{n}=e$ and let $T_{n}: e^{-n}=e$.
We must prove

1. $e^{0}=e$.
2. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.
3. $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $e^{0}=e$.
Since $G$ is a multiplicative group and $a^{0}=e$ for all $a \in G$ and $e \in G$, then $e^{0}=e$.

Proof. We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $G$ is a multiplicative group and $e \in G$, then $e^{1}=e^{1-1} \cdot e=e^{0} \cdot e=$ $e \cdot e=e$, so $S_{1}$ is true.

Induction:
Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k>0$, so $k+1>0$.
Since $S_{k}$ is true, then $e^{k}=e$.
Since $e^{k+1}=e^{k} \cdot e=e \cdot e=e$, then $S_{k+1}$ is true.
Therefore, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.
Basis:
Since the identity element of a group is its own inverse, then $e^{-1}=e$, so $T_{1}$ is true.

## Induction:

Let $k \in \mathbb{Z}^{+}$such that $T_{k}$ is true.
Then $e^{-k}=e$.
Since $e^{-(k+1)}=e^{-k-1}=e^{-k} e^{-1}=e e^{-1}=e e=e$, then $T_{k+1}$ is true..
Therefore, $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $T_{1}$ is true and $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

## additive group notation

Lemma 20. Let $(G,+)$ be an additive group.
Let $a \in G$.
Then $n a+a=a+n a$ for all $n \in \mathbb{Z}^{+}$.
Proof. To prove $n a+a=a+n a$ for all $n \in \mathbb{Z}^{+}$, let $S_{n}: n a+a=a+n a$.
We must prove

1. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.
Basis:

Observe that

$$
\begin{aligned}
1 a+a & =[(1-1) a+a]+a \\
& =(0 a+a)+a \\
& =(0 a+a)+(0+a) \\
& =(0 a+a)+(0 a+a) \\
& =(0+a)+[(1-1) a+a] \\
& =a+1 a
\end{aligned}
$$

Therefore, $1 a+a=a+1 a$, so $S_{1}$ is true.

## Induction:

Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.
Then $k a+a=a+k a$ and $k>0$, so $k+1>0$.
Observe that

$$
\begin{aligned}
(k+1) a+a & =(k a+a)+a \\
& =(a+k a)+a \\
& =a+(k a+a) \\
& =a+(k+1) a
\end{aligned}
$$

Hence, $(k+1) a+a=a+(k+1) a$, so $S_{k+1}$ is true.
Thus, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Theorem 21. Laws of Exponents for an additive group
Let $(G,+)$ be an additive group.

1. If $a \in G$, then $(-n) a=n(-a)=-(n a)$ for all $n \in \mathbb{Z}^{+}$.
2. If $a \in G$, then $n a \in G$ for all $n \in \mathbb{Z}$.
3. If $a \in G$, then $m a+n a=(m+n) a$.
4. If $a \in G$, then $n(m a)=(m n)$ a for all $m, n \in \mathbb{Z}$.
5. If $a, b \in G$ and $G$ is abelian, then $n(a+b)=n a+n b$ for all $n \in \mathbb{Z}$.

Proof. We prove 1.
If $a \in G$, then $(-n) a=n(-a)=-(n a)$ for all $n \in \mathbb{Z}^{+}$.
Let $a \in G$ be arbitrary.
To prove $(-n) a=n(-a)=-(n a)$ for all $n \in \mathbb{Z}^{+}$, let $n \in \mathbb{Z}^{+}$.
Then $n \in \mathbb{Z}$ and $n>0$, so $(-n) a=n(-a)$.

Since $n \in \mathbb{Z}^{+}$, then $n(-a)$ is a sum of $-a$ with itself $n$ times.
Hence, $n(-a)=(-a)+(-a)+\ldots+(-a)$.
The expression $(-a)+(-a)+\ldots+(-a)$ is the same as the inverse of the sum of $a$ with itself $n$ times, by proposition 11 .

Thus, $(-a)+(-a)+\ldots+(-a)=-(a+a+\ldots+a)=-(n a)$.
Hence, $n(-a)=(-a)+(-a)+\ldots+(-a)=-(a+a+\ldots+a)=-(n a)$, so $n(-a)=-(n a)$.

Therefore, $(-n) a=n(-a)$ and $n(-a)=-(n a)$, so $(-n) a=n(-a)=-(n a)$.

Proof. We prove 2.
If $a \in G$, then $n a \in G$ for all $n \in \mathbb{Z}$.
Let $0 \in G$ be the identity of $G$.
Let $a \in G$ be arbitrary.
To prove $n a \in G$ for all $n \in \mathbb{Z}$, let $S_{n}: n a \in G$ and let $T_{n}:(-n) a \in G$.
We must prove

1. $0 a \in G$.
2. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.
3. $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We first prove $0 a \in G$.
Since $0 a=0$ and $0 \in G$, then $0 a \in G$.
Proof. We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $a \in G$ and $1 a=(1-1) a+a=0 a+a=0+a=a$, then $1 a \in G$, so $S_{1}$ is true.

## Induction:

Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k>0$, so $k+1>0$.
Since $S_{k}$ is true, then $k a \in G$.
Since $(k+1) a=k a+a$ and $k a \in G$ and $a \in G$, then by closure of $G$ under + , the $\operatorname{sum}(k+1) a$ is an element of $G$, so $(k+1) a \in G$.

Therefore, $S_{k+1}$ is true.
Thus, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $a \in G$ and every element in $G$ is invertible by definition of a group, then its inverse $-a$ is in $G$, so $-a \in G$.

Since $(-1) a=-a$ and $-a \in G$, then $T_{1}$ is true.

## Induction:

Let $k \in \mathbb{Z}^{+}$such that $T_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k>0$ and $k+1 \in \mathbb{Z}^{+}$, so $k+1>0$.
Since $T_{k}$ is true, then $(-k) a \in G$.
Observe that

$$
\begin{aligned}
-(k+1) a & =(k+1)(-a) \\
& =k(-a)+(-a) \\
& =(-k) a+(-a)
\end{aligned}
$$

Since $(-k) a \in G$ and $-a \in G$, then by closure of $G$ under + , we have $(-k) a+(-a) \in G$, so $-(k+1) a \in G$.

Therefore, $T_{k+1}$ is true.
Thus, $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $T_{1}$ is true and $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove 3.
If $a \in G$, then $m a+n a=(m+n) a$ for all $m, n \in \mathbb{Z}$.
Let $a \in G$ be arbitrary.
Let $m \in \mathbb{Z}$.
To prove $m a+n a=(m+n) a$ for all $n \in \mathbb{Z}$, let $S_{n}: m a+n a=(m+n) a$ and let $T_{n}: m a+(-n) a=(m-n) a$.

We must prove

1. $m a+0 a=(m+0) a$.
2. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.
3. $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $m a+0 a=(m+0) a$.
Since $(m+0) a=m a=m a+0=m a+0 a$, then $m a+0 a=(m+0) a$.
Proof. We prove $T_{1}$ is true.

## Basis:

Either $m-1>0$ or $m-1=0$ or $m-1<0$.
We consider these cases separately.
Case 1: Suppose $m-1>0$.
Then $m>1$, so $m>0$.
Since $m a+(-1) a=m a+(-a)=[(m-1) a+a]+(-a)=(m-1) a+[a+(-a)]=$ $(m-1) a+0=(m-1) a$, then $m a+(-1) a=(m-1) a$.

Therefore, $T_{1}$ is true.
Case 2: Suppose $m-1=0$.
Then $m=1$.
Since $m a+(-1) a=1 a+(-1) a=a+(-1) a=a+(-a)=0=0 a=(m-1) a$, then $m a+(-1) a=(m-1) a$.

Therefore, $T_{1}$ is true.
Case 3: Suppose $m-1<0$.
Then $m<1$.
We must prove $m a+(-1) a=(m-1) a$ for all integers $m<1$.
The statement $m a+(-1) a=(m-1) a$ for all integers $m<-1$ is equivalent to the statement $m a+(-1) a=(m-1) a$ for all integers $m \leq-2$ which is equivalent to the statement $(-k) a+(-1) a=(-k-1) a$ for all integers $k \geq 2$.

So, to prove the statement $m a+(-1) a=(m-1) a$ for all integers $m<-1$, we prove the equivalent statement $(-k) a+(-1) a=(-k-1) a$ for all integers $k \geq 2$.

Let $k \in \mathbb{Z}$ and $k \geq 2$.
Since $k \geq 2$ and $2>0$, then $k>0$, so $-k<0$.
Since $k>0$ and $1>0$, then we add to obtain $k+1>0$.

Observe that

$$
\begin{aligned}
(-k) a+(-1) a & =(-k) a+(-a) \\
& =-(k a)+(-a) \\
& =-(a+k a) \\
& =-(k a+a) \\
& =-[(k+1) a] \\
& =-(k+1) a \\
& =(-k-1) a .
\end{aligned}
$$

Hence, $(-k) a+(-1) a=(-k-1) a$, so $m a+(-1) a=(m-1) a$ for all integers $m<-1$.

Therefore, $T_{1}$ is true.

In all cases, $T_{1}$ is true.
Therefore, $m a+(-1) a=(m-1) a$ for all $m \in \mathbb{Z}$.

## Proof. Induction:

Let $k \in \mathbb{Z}^{+}$such that $T_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k>0$, so $k+1>0$.
Since $T_{k}$ is true, then $m a+(-k) a=(m-k) a$.
Either $m-k-1>0$ or $m-k-1=0$ or $m-k-1<0$.
We consider these cases separately.
Case 1: Suppose $m-k-1>0$.
Then $m-k>1$, so $m-k>0$.
Observe that

$$
\begin{aligned}
m a+[-(k+1)] a & =m a+[(k+1)(-a)] \\
& =m a+[k(-a)+(-a)] \\
& =m a+[(-k) a+(-a)] \\
& =[m a+(-k) a]+(-a) \\
& =(m-k) a+(-a) \\
& =[(m-k-1) a+a]+(-a) \\
& =(m-k-1) a+[a+(-a)] \\
& =(m-k-1) a+0 \\
& =(m-k-1) a \\
& =[m-(k+1)] a .
\end{aligned}
$$

Thus, $m a+[-(k+1)] a=[m-(k+1)] a$.
Therefore, $T_{k+1}$ is true.
Case 2: Suppose $m-k-1=0$.
Then $m-k=1$.

Observe that

$$
\begin{aligned}
m a+[-(k+1)] a & =m a+(k+1)(-a) \\
& =m a+[k(-a)+(-a)] \\
& =m a+[(-k) a+(-a)] \\
& =[m a+(-k) a]+(-a) \\
& =(m-k) a+(-a) \\
& =1 a+(-a) \\
& =a+(-a) \\
& =0 \\
& =0 a \\
& =(m-k-1) a \\
& =[m-(k+1)] a .
\end{aligned}
$$

Thus, $m a+[-(k+1)] a=[m-(k+1)] a$.
Therefore, $T_{k+1}$ is true.
Case 3: Suppose $m-k-1<0$.
Observe that

$$
\begin{aligned}
m a+[-(k+1)] a & =m a+(k+1)(-a) \\
& =m a+[k(-a)+(-a)] \\
& =m a+[(-k) a+(-a)] \\
& =[m a+(-k) a]+(-a) \\
& =(m-k) a+(-a) \\
& =(m-k) a+(-1) a \\
& =(m-k-1) a \\
& =[m-(k+1)] a .
\end{aligned}
$$

Thus, $m a+[-(k+1)] a=[m-(k+1)] a$.
Therefore, $T_{k+1}$ is true.

In all cases, $T_{k+1}$ is true.
Hence, $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $T_{1}$ is true and $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Either $m+1>0$ or $m+1=0$ or $m+1<0$.
We consider these cases separately.
Case 1: Suppose $m+1>0$.
Since $m a+1 a=m a+a=(m+1-1) a+a=(m+1) a$, then $m a+1 a=(m+1) a$.
Therefore, $S_{1}$ is true.

Case 2: Suppose $m+1=0$.
Then $m=-1$.
Since $m a+1 a=(-1) a+1 a=(-1) a+a=-a+a=0=0 a=(m+1) a$, then $m a+1 a=(m+1) a$.

Therefore, $S_{1}$ is true.
Case 3: Suppose $m+1<0$.
Then $m<-1$.
We must prove $m a+1 a=(m+1) a$ for all integers $m<-1$.
The statement $m a+1 a=(m+1) a$ for all integers $m<-1$ is equivalent to the statement $m a+1 a=(m+1) a$ for all integers $m \leq-2$ which is equivalent to the statement $(-k) a+1 a=(-k+1) a$ for all integers $k \geq 2$.

So, to prove the statement $m a+1 a=(m+1) a$ for all integers $m<-1$, we prove the equivalent statement $(-k) a+1 a=(-k+1) a$ for all integers $k \geq 2$.

Let $k \in \mathbb{Z}$ and $k \geq 2$.
Since $k \geq 2$ and $2>0$, then $k>0$.
Since $k \geq 2$, then $k-1 \geq 1$, so $k-1>0$.
Observe that

$$
\begin{aligned}
(-k) a+1 a & =(-k) a+a \\
& =k(-a)+a \\
& =[(k-1)(-a)+(-a)]+a \\
& =(k-1)(-a)+[(-a)+a] \\
& =(k-1)(-a)+0 \\
& =(k-1)(-a) \\
& =-(k-1) a \\
& =(-k+1) a .
\end{aligned}
$$

Hence, $(-k) a+1 a=(-k+1) a$, so $m a+1 a=(m+1) a$ for all integers $m<-1$.

Therefore, $S_{1}$ is true.

In all cases, $S_{1}$ is true.

## Proof. Induction:

Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k>0$.
Since $S_{k}$ is true, then $m a+k a=(m+k) a$.
Either $m+k+1>0$ or $m+k+1=0$ or $m+k+1<0$.
We consider these cases separately.
Case 1: Suppose $m+k+1>0$.

Observe that

$$
\begin{aligned}
m a+(k+1) a & =m a+(k a+a) \\
& =(m a+k a)+a \\
& =(m+k) a+a \\
& =(m+k+1-1) a+a \\
& =(m+k+1) a \\
& =[m+(k+1)] a
\end{aligned}
$$

Thus, $m a+(k+1) a=[m+(k+1)] a$.
Therefore, $S_{k+1}$ is true.
Case 2: Suppose $m+k+1=0$.
Then $m+k=-1$.
Observe that

$$
\begin{aligned}
m a+(k+1) a & =m a+(k a+a) \\
& =(m a+k a)+a \\
& =(m+k) a+a \\
& =(-1) a+a \\
& =-a+a \\
& =0 \\
& =0 a \\
& =(m+k+1) a \\
& =[m+(k+1)] a .
\end{aligned}
$$

Thus, $m a+(k+1) a=[m+(k+1)] a$.
Therefore, $S_{k+1}$ is true.
Case 3: Suppose $m+k+1<0$.
Then $m+k<-1$.
Since $S_{1}$ is true, then $m a+1 a=(m+1) a$ for all integers $m<-1$.
Hence, $(m+k) a+1 a=[(m+k)+1] a$.
Observe that

$$
\begin{aligned}
m a+(k+1) a & =m a+(k a+a) \\
& =(m a+k a)+a \\
& =(m+k) a+a \\
& =(m+k) a+1 a \\
& =[(m+k)+1] a \\
& =[m+(k+1)] a .
\end{aligned}
$$

Thus, $m a+(k+1) a=[m+(k+1)] a$.
Therefore, $S_{k+1}$ is true.

In all cases, $S_{k+1}$ is true.
Hence, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove 4.
If $a \in G$, then $n(m a)=(m n) a$ for all $m, n \in \mathbb{Z}$.
Let $a \in G$.
Let $m \in \mathbb{Z}$.
To prove $n(m a)=(m n) a$ for all $n \in \mathbb{Z}$, let $S_{n}: n(m a)=(m n) a$ and let $T_{n}:(-n)(m a)=[m(-n)] a$.

We must prove

1. $0(m a)=(m 0) a$.
2. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.
3. $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $0(m a)=(m 0) a$.
Since $a \in G$ and $m \in \mathbb{Z}$, then $m a \in G$, so $0(m a)=0=0 a=(m 0) a$.
Therefore, $0(m a)=(m 0) a$.
Proof. We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $1(m a)=m a=(m 1) a$, then $1(m a)=(m 1) a$, so $S_{1}$ is true.
Induction:
Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.
Then $k(m a)=(m k) a$.
Observe that

$$
\begin{aligned}
(k+1)(m a) & =k(m a)+(m a) \\
& =(m k) a+(m a) \\
& =(m k+m) a \\
& =m(k+1) a
\end{aligned}
$$

Thus, $(k+1)(m a)=m(k+1) a$, so $S_{k+1}$ is true.
Therefore, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $m \in \mathbb{Z}$, then either $m>0$ or $m=0$ or $m<0$.
We consider these cases separately.
Case 1: Suppose $m>0$.
Then $(-1)(m a)=-(m a)=[(-m)] a=[m(-1)] a$, so $(-1)(m a)=[m(-1)] a$.
Therefore, $T_{1}$ is true.
Case 2: Suppose $m=0$.

Then $(-1)(m a)=(-1)(0 a)=(-1) 0=0=0 a=[0(-1)] a=[m(-1)] a$, so $(-1)(m a)=[m(-1)] a$.

Therefore, $T_{1}$ is true.
Case 3: Suppose $m<0$.
Then $-m>0$, so $[-(-m)] a=-[(-m) a]$.
Observe that

$$
\begin{aligned}
(-1)(m a) & =-(m a) \\
& =-[[-(-m)] a] \\
& =-[-[(-m) a]] \\
& =(-m) a \\
& =[m(-1)] a .
\end{aligned}
$$

Thus, $(-1)(m a)=[m(-1)] a$, so $T_{1}$ is true.
In all cases, $T_{1}$ is true.
Therefore, $(-1)(m a)=[m(-1)] a$ for all $m \in \mathbb{Z}$.

## Induction:

Let $k \in \mathbb{Z}^{+}$such that $T_{k}$ is true.
Then $(-k)(m a)=[m(-k)] a$.
Observe that

$$
\begin{aligned}
{[-(k+1)](m a) } & =[(k+1)(-1)](m a) \\
& =(-1)[(k+1)(m a)] \\
& =(-1)[k(m a)+m a] \\
& =-[k(m a)+m a] \\
& =-(m a)+(-k)(m a) \\
& =-(m a)+[m(-k)] a \\
& =(-1)(m a)+[m(-k)] a \\
& =[m(-1)] a+[m(-k)] a \\
& =(-m) a+(-m k) a \\
& =(-m-m k) a \\
& =[-m(1+k)] a \\
& =[-m(k+1)] a \\
& =[m(-(k+1))] a .
\end{aligned}
$$

Thus, $[-(k+1)](m a)=[m(-(k+1))] a$, so $T_{k+1}$ is true.
Therefore, $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $T_{1}$ is true and $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove 5.
If $a, b \in G$ and $G$ is abelian, then $n(a+b)=n a+n b$ for all $n \in \mathbb{Z}$.

Suppose $a, b \in G$ and $G$ is abelian.
To prove $n(a+b)=n a+n b$ for all $n \in \mathbb{Z}$, let $S_{n}: n(a+b)=n a+n b$ and let $T_{n}:(-n)(a+b)=(-n) a+(-n) b$.

We must prove

1. $0(a+b)=0 a+0 b$.
2. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.
3. $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $0(a+b)=0 a+0 b$.
Since $a \in G$ and $b \in G$, then by closure of $G$ under + , we have $a+b \in G$.
Therefore, $0(a+b)=0=0+0=0 a+0 b$, so $0(a+b)=0 a+0 b$, as desired.
Proof. We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $1(a+b)=a+b=1 a+1 b$, then $1(a+b)=1 a+1 b$, so $S_{1}$ is true.

## Induction:

Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k \in \mathbb{Z}$ and $k>0$.
Since $S_{k}$ is true, then $k(a+b)=k a+k b$.
Observe that

$$
\begin{aligned}
(k+1)(a+b) & =k(a+b)+(a+b) \\
& =(k a+k b)+(a+b) \\
& =k a+(k b+a)+b \\
& =k a+(a+k b)+b \\
& =(k a+a)+(k b+b) \\
& =(k+1) a+(k+1) b
\end{aligned}
$$

Therefore, $(k+1)(a+b)=(k+1) a+(k+1) b$, so $S_{k+1}$ is true.
Hence, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since $(-1)(a+b)=-(a+b)=(-b)+(-a)=(-a)+(-b)=(-1) a+(-1) b$, then $(-1)(a+b)=(-1) a+(-1) b$, so $T_{1}$ is true.

Induction:
Let $k \in \mathbb{Z}^{+}$such that $T_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k \in \mathbb{Z}$ and $k>0$.
Since $T_{k}$ is true, then $(-k)(a+b)=(-k) a+(-k) b$.

Observe that

$$
\begin{aligned}
{[-(k+1)](a+b) } & =(-k-1)(a+b) \\
& =(-k)(a+b)+(-1)(a+b) \\
& =[(-k) a+(-k) b]+(-1)(a+b) \\
& =[(-k) a+(-k) b]+[-(a+b)] \\
& =[(-k) a+(-k) b]+[(-b)+(-a)] \\
& =(-k) a+[(-k) b+(-b)]+(-a) \\
& =[(-k) a+(-a)]+[(-k) b+(-b)] \\
& =(-k-1) a+(-k-1) b \\
& =[-(k+1)] a+[-(k+1)] b
\end{aligned}
$$

Hence, $[-(k+1)](a+b)=[-(k+1)] a+[-(k+1)] b$, so $T_{k+1}$ is true.
Therefore, $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $T_{1}$ is true and $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction, $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$

Proposition 22. Let $(G,+)$ be an additive group with additive identity $0 \in G$. $(\forall n \in \mathbb{Z})(n 0=0)$.

Proof. To prove $(\forall n \in \mathbb{Z})(n 0=0)$, let $S_{n}: n 0=0$ and let $T_{n}:(-n) 0=0$.
We must prove

1. $00=0$.
2. $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.
3. $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $00=0$.
Since $G$ is an additive group and $0 a=0$ for all $a \in G$ and $0 \in G$, then $00=0$.

Proof. We prove $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.
Basis:
Since $G$ is an additive group and $0 \in G$, then $1 \cdot 0=(1-1) \cdot 0+0=$ $(0 \cdot 0)+0=0+0=0$, so $S_{1}$ is true.

## Induction:

Let $k \in \mathbb{Z}^{+}$such that $S_{k}$ is true.
Since $k \in \mathbb{Z}^{+}$, then $k>0$, so $k+1>0$.
Since $S_{k}$ is true, then $k 0=0$.
Since $(k+1) 0=k 0+0=0+0=0$, then $S_{k+1}$ is true.
Therefore, $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $S_{1}$ is true and $S_{k}$ implies $S_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction $S_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

Proof. We prove $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$by induction on $n$.

## Basis:

Since the identity element of a group is its own inverse, then $-0=0$, so $(-1) 0=-0=0$.

Therefore, $T_{1}$ is true.
Induction:
Let $k \in \mathbb{Z}^{+}$such that $T_{k}$ is true.
Then $(-k) 0=0$.
Since $[-(k+1)] 0=(-k-1) 0=(-k) 0+(-1) 0=0+(-1) 0=0+0=0$, then $T_{k+1}$ is true..

Therefore, $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$.
Since $T_{1}$ is true and $T_{k}$ implies $T_{k+1}$ for all $k \in \mathbb{Z}^{+}$, then by induction $T_{n}$ is true for all $n \in \mathbb{Z}^{+}$.

## Subgroups

## Theorem 23. Two-Step Subgroup Test

Let $H$ be a nonempty subset of a group ( $G, *$ ).
Then $H<G$ iff

1. Closed under $*:(\forall a, b \in H)(a * b \in H)$.
2. Closed under inverses: $(\forall a \in H)\left(a^{-1} \in H\right)$.

Proof. Suppose $a * b \in H$ for all $a, b \in H$ and $a^{-1} \in H$ for all $a \in H$.
We must prove $H<G$.

Let $e \in G$ be the identity of $G$.
We prove $e \in H$.
Since $H$ is not empty, then there exists $a \in H$.
Since $a^{-1} \in H$ for all $a \in H$, then $a^{-1} \in H$.
Since $a * b \in H$ for all $a, b \in H$ and $a \in H$ and $a^{-1} \in H$, then $a * a^{-1} \in H$, so $e \in H$.

We prove $*$ is a binary operation on $H$.
Let $a, b \in H$.
By assumption, $a * b \in H$ for all $a, b \in H$, so we conclude $a * b \in H$.
Since $a \in H$ and $H \subset G$, then $a \in G$.
Since $b \in H$ and $H \subset G$, then $b \in G$.
Since $G$ is a group, then $*$ is a binary operation on $G$, so $a * b$ is unique.
Therefore, $a * b \in H$ and $a * b$ is unique, so $*$ is a binary operation on $H$.

We prove the binary operation $*$ over $H$ is associative.
Since $*$ over $G$ is associative and $H \subset G$, then $*$ over $H$ is associative.

We prove $e \in H$ is an identity for $*$.
Let $a \in H$.
Since $H \subset G$, then $a \in G$.
Since $e \in G$ is identity for $*$, then $a * e=e * a=a$ for all $a \in G$, so $a * e=e * a=a$.

Hence, $a * e=e * a=a$ for all $a \in H$.
Since $e \in H$ and $a * e=e * a=a$ for all $a \in H$, then $e \in H$ is an identity for $*$.

We prove for every element $a \in H$, there exists an inverse $a^{-1} \in H$.
Let $a \in H$.
By assumption $a^{-1} \in H$ for all $a \in H$.
In particular, $a^{-1} \in H$.
Since $(G, *)$ is a group, then $a * a^{-1}=a^{-1} * a=e$ for all $a \in G$.
Since $a \in H$ and $H \subset G$, then $a \in G$, so we conclude $a * a^{-1}=a^{-1} * a=e$.
Thus, for every $a \in H$ there exists $a^{-1} \in H$ such that $a * a^{-1}=a^{-1} * a=e$.
Therefore, for every $a \in H$, there exists an inverse $a^{-1} \in H$.

Since $*$ is a binary operation on $H$ and $*$ over $H$ is associative and $e \in H$ is an identity for $*$ and for every element $a \in H$, there exists an inverse $a^{-1} \in H$, then $(H, *)$ is a group.

Since $H \subset G$ and $(H, *)$ is a group, then $H$ is a subgroup of $G$, so $H<G$.
Proof. Conversely, suppose $H<G$.
Then $H \subset G$ and $(H, *)$ is a group under the binary operation of $(G, *)$.
We must prove $a * b \in H$ for all $a, b \in H$ and $a^{-1} \in H$ for all $a \in H$.

We prove $a * b \in H$ for all $a, b \in H$.
Since $(H, *)$ is a group under the binary operation of $G$, then $*$ is a binary operation on $H$, so $H$ is closed under $*$ of $G$.

Therefore, $a * b \in H$ for all $a, b \in H$.

We prove $a^{-1} \in H$ for all $a \in H$.
Let $a \in H$.
Since $(H, *)$ is a group, then the inverse of $a$ exists in $H$.
Let $a^{-1}$ be the inverse of $a$.
Then $a^{-1} \in H$, so $a^{-1} \in H$ for all $a \in H$.
Theorem 24. One-Step Subgroup Test
Let $H$ be a nonempty subset of a group ( $G, *$ ).
Then $H<G$ iff

1. $(\forall a, b \in H)\left(a * b^{-1} \in H\right)$.

Proof. Suppose $a * b^{-1} \in H$ for all $a, b \in H$.
We must prove $H<G$.
Let $e \in G$ be the identity of $G$.

We prove $a^{-1} \in H$ for all $a \in H$.
Let $a \in H$.
By assumption, $a * b^{-1} \in H$ for all $a, b \in H$.
Since $a \in H$ and $a \in H$, then we conclude $a * a^{-1} \in H$, so $e \in H$.
Since $e \in H$ and $a \in H$, then we conclude $e * a^{-1} \in H$, so $a^{-1} \in H$.
Therefore, $a^{-1} \in H$ for all $a \in H$.

We prove $a * b \in H$ for all $a, b \in H$.
Let $a, b \in H$.
Since $a^{-1} \in H$ for all $a \in H$ and $b \in H$, then $b^{-1} \in H$.
By assumption, $a * b^{-1} \in H$ for all $a, b \in H$.
Since $a \in H$ and $b^{-1} \in H$, then we conclude $a *\left(b^{-1}\right)^{-1} \in H$, so $a * b \in H$. Therefore, $a * b \in H$ for all $a, b \in H$.

Since $H$ is a nonempty subset of $G$ and $a * b \in H$ for all $a, b \in H$ and $a^{-1} \in H$ for all $a \in H$, then by the two-step subgroup test, $H$ is a subgroup of $G$, so $H<G$.

Proof. Conversely, suppose $H<G$.
We must prove $a * b^{-1} \in H$ for all $a, b \in H$.
Let $a, b \in H$.
Since $H<G$, then $H$ is a group, so for every $a \in H$, there exists an inverse $a^{-1} \in H$.

Since $b \in H$, then this implies there exists $b^{-1} \in H$.
Since $H<G$, then $H$ is closed under the binary operation of $G$, so $a * b \in H$ for all $a, b \in H$.

Since $a \in H$ and $b^{-1} \in H$, then this implies $a * b^{-1} \in H$.
Therefore, $a * b^{-1} \in H$ for all $a, b \in H$.

## Theorem 25. Subgroup relation is transitive.

Let $(G, *)$ be a group.
If $H<K$ and $K<G$, then $H<G$.
Proof. Suppose $H<K$ and $K<G$.
We must prove $H<G$.

We prove $H \subset G$.
Since $H<K$, then $H \subset K$.
Since $K<G$, then $K \subset G$.
Since $H \subset K$ and $K \subset G$, then $H \subset G$.

We prove $a * b \in H$ for all $a, b \in H$.
Since $K<G$, then $K$ is closed under the binary operation of $G$, so the binary operation of $K$ is the same as the binary operation of $G$.

Since $H<K$, then $H$ is closed under the binary operation of $K$.
Since the binary operation of $K$ is the same as the binary operation of $G$ and $*$ is the binary operation on $G$, then $*$ is the binary operation on $K$.

Since $H$ is closed under the binary operation of $K$ and $*$ is the binary operation on $K$, then $H$ is closed under $*$.

Therefore, $a * b \in H$ for all $a, b \in H$.

We prove $e \in H$.
Let $e \in G$ be the identity of $G$.
Since $K<G$ and $e \in G$, then $K$ is closed under identity by the first subgroup test, so $e \in K$.

Since $H<K$ and $e \in K$, then $H$ is closed under identity by the first subgroup test, so $e \in H$.

We prove $a^{-1} \in H$ for all $a \in H$.
Let $a \in H$.
Since $H<K$, then $H$ is a subgroup of $K$, so $H$ is a group.
Hence, every element of $H$ has an inverse in $H$.
Since $a \in H$, then this implies $a^{-1} \in H$.
Therefore, $a^{-1} \in H$ for all $a \in H$.

Since $H \subset G$ and $a * b \in H$ for all $a, b \in H$ and $e \in H$ and $a^{-1} \in H$ for all $a \in H$, then by the first subgroup test, $H$ is a subgroup of $G$, so $H<G$.

## Theorem 26. The intersection of subgroups is a subgroup.

The intersection of a family of subgroups is a subgroup.
Proof. Let $(G, *)$ be a group with identity $e \in G$.
Let $\left\{H_{i}: i \in I\right\}$ be a collection of subgroups of $G$ for some index set $I$.
Then each $H_{i}$ is a subgroup of $G$, so $H_{i}<G$ for all $i \in I$.
Let $H=\cap_{i \in I} H_{i}$ be the intersection of all these subgroups.
Then $H=\left\{x: x \in H_{i}\right.$ for all $\left.i \in I\right\}$, by definition of intersection of a family of sets.

We must prove $H$ is a subgroup of $G$.

We prove $H \subset G$.
Let $x \in H$.
Then $x \in H_{i}$ for all $i \in I$.
Let $i \in I$.
Then $x \in H_{i}$ and $H_{i}<G$.
Since $H_{i}<G$, then $H_{i} \subset G$.
Since $x \in H_{i}$ and $H_{i} \subset G$, then $x \in G$.
Therefore, $x \in H$ implies $x \in G$, so $H \subset G$.

We prove $H \neq \emptyset$.
Let $i \in I$.
Then $H_{i}<G$.
Since $H_{i}<G$, then $H_{i}$ is closed under identity by the first subgroup test.
Since $e \in G$, then this implies $e \in H_{i}$.
Since $i$ is arbitrary, then $e \in H_{i}$ for all $i \in I$.
Therefore, $e \in H$, so $H \neq \emptyset$.
We prove $a * b^{-1} \in H$ for all $a, b \in H$.
Let $a, b \in H$.
Then $a \in H_{i}$ for all $i \in I$ and $b \in H_{i}$ for all $i \in I$.
Let $i \in I$.
Then $a \in H_{i}$ and $b \in H_{i}$ and $H_{i}<G$.
Since $H_{i}<G$, then $H_{i}$ is a subgroup of $G$, so $H_{i}$ is a group.
Since $H_{i}$ is a group and $b \in H_{i}$, then $b^{-1} \in H_{i}$.
Since $H_{i}$ is a subgroup of $G$, then $H_{i}$ is closed under $*$ of $G$.
Since $a \in H_{i}$ and $b^{-1} \in H_{i}$, then we conclude $a * b^{-1} \in H_{i}$.
Since $i$ is arbitrary, then $a * b^{-1} \in H_{i}$ for all $i \in I$.
Therefore, $a * b^{-1} \in H$, so $a * b^{-1} \in H$ for all $a, b \in H$.

Since $H \subset G$ and $H \neq \emptyset$ and $a * b^{-1} \in H$ for all $a, b \in H$, then by the second subgroup test, $H<G$.

## Cyclic groups

## Order of a group element

Theorem 27. Let $(G, *)$ be a group.
Let $a \in G$.
If $a^{s}=a^{t}$ and $s \neq t$ for some $s, t \in \mathbb{Z}$, then a has finite order.
Proof. Suppose there exist integers $s$ and $t$ such that $a^{s}=a^{t}$ and $s \neq t$.
Since $s \neq t$, then either $s<t$ or $s>t$.
Without loss of generality, assume $s<t$.
Then $0<t-s$.
Let $e \in G$ be the identity of $G$.
Observe that

$$
\begin{aligned}
e & =a^{0} \\
& =a^{s-s} \\
& =a^{s} * a^{-s} \\
& =a^{t} * a^{-s} \\
& =a^{t-s} .
\end{aligned}
$$

Since $s$ and $t$ are integers, then $t-s$ is an integer.

Since $t-s$ is an integer and $t-s>0$, then $t-s \in \mathbb{Z}^{+}$.
Since $t-s \in \mathbb{Z}^{+}$and $a^{t-s}=e$, then $a$ has finite order.
Theorem 28. Let $(G, *)$ be a group with identity $e \in G$.
If $a \in G$ has finite order $n$, then $a^{k}=e$ iff $n \mid k$ for all $k \in \mathbb{Z}$.
Proof. Suppose $a \in G$ has finite order $n$.
Then $n$ is the least positive integer such that $a^{n}=e$.

We must prove $a^{k}=e$ iff $n \mid k$ for all $k \in \mathbb{Z}$.
Let $k \in \mathbb{Z}$.

We prove if $n \mid k$, then $a^{k}=e$.
Suppose $n \mid k$.
Then $k=n m$ for some integer $m$.
Thus,

$$
\begin{aligned}
a^{k} & =a^{n m} \\
& =\left(a^{n}\right)^{m} \\
& =e^{m} \\
& =e
\end{aligned}
$$

Therefore, $a^{k}=e$.
Proof. Conversely, we prove if $a^{k}=e$, then $n \mid k$.
Suppose $a^{k}=e$.
We divide $k$ by $n$
By the division algorithm, $k=n q+r$ for integers $q, r$ with $0 \leq r<n$. Thus,

$$
\begin{aligned}
e & =a^{k} \\
& =a^{n q+r} \\
& =a^{n q} * a^{r} \\
& =\left(a^{n}\right)^{q} * a^{r} \\
& =e^{q} * a^{r} \\
& =e * a^{r} \\
& =a^{r} .
\end{aligned}
$$

Hence, $a^{r}=e$.
Since $r \geq 0$, then either $r>0$ or $r=0$.

Suppose $r>0$.
Since $r \in \mathbb{Z}$ and $r>0$, then $r \in \mathbb{Z}^{+}$.
Since $n$ is the least positive integer such that $a^{n}=e$, then $n \leq x$ for every $x \in \mathbb{Z}^{+}$such that $a^{x}=e$.

Since $r \in \mathbb{Z}^{+}$and $a^{r}=e$, then we conclude $n \leq r$, so $r \geq n$.
But, this contradicts $r<n$.
Hence, $r$ cannot be greater than zero, so we must conclude $r=0$.
Therefore, $k=n q+r=n q+0=n q$, so $n \mid k$, as desired.
Corollary 29. Let $(G, *)$ be a group with identity $e \in G$.
If $a \in G$ has finite order $n$, then $a^{s}=a^{t}$ iff $s \equiv t(\bmod n)$ for all $s, t \in \mathbb{Z}$.
Proof. Suppose $a \in G$ has finite order $n$.
Then $n$ is the least positive integer such that $a^{n}=e$.
Let $s$ and $t$ be arbitrary integers.
We must prove $a^{s}=a^{t}$ iff $s \equiv t(\bmod n)$.
We prove if $s \equiv t(\bmod n)$ then $a^{s}=a^{t}$.
Suppose $s \equiv t(\bmod n)$.
Then $n \mid s-t$, so there exists an integer $k$ such that $s-t=n k$.
Observe that

$$
\begin{aligned}
a^{s} & =a^{n k+t} \\
& =a^{n k} * a^{t} \\
& =\left(a^{n}\right)^{k} * a^{t} \\
& =e^{k} * a^{t} \\
& =e * a^{t} \\
& =a^{t}
\end{aligned}
$$

Therefore, $a^{s}=a^{t}$.
Proof. Conversely, we prove if $a^{s}=a^{t}$ then $s \equiv t(\bmod n)$.
Suppose $a^{s}=a^{t}$.
Then

$$
\begin{aligned}
a^{s-t} & =a^{s} * a^{-t} \\
& =a^{t} * a^{-t} \\
& =a^{t-t} \\
& =a^{0} \\
& =e .
\end{aligned}
$$

Thus, $a^{s-t}=e$.
Since $a$ has finite order $n$ and $s-t \in \mathbb{Z}$, then $a^{s-t}=e$ iff $n \mid(s-t)$.
Hence, $n \mid(s-t)$.
Therefore, $s \equiv t(\bmod n)$.

Theorem 30. Let $(G, *)$ be a group with identity $e \in G$.
If $a \in G$ has finite order $n$, then the order of $a^{s}$ is $\frac{n}{\operatorname{gcd}(s, n)}$ for all $s \in \mathbb{Z}$.
Proof. Suppose $a \in G$ has finite order $n$.
Then $n$ is the least positive integer such that $a^{n}=e$.
Let $s \in \mathbb{Z}$.
Observe that

$$
\begin{aligned}
\left(a^{s}\right)^{n} & =a^{s n} \\
& =a^{n s} \\
& =\left(a^{n}\right)^{s} \\
& =e^{s} \\
& =e .
\end{aligned}
$$

Hence, there exists a positive integer $n$ such that $\left(a^{s}\right)^{n}=e$.
Therefore, $a^{s}$ has finite order.
Proof. Let $d=\operatorname{gcd}(s, n)$.
Then $d$ is a positive integer and $d \mid s$ and $d \mid n$.
Hence, $\frac{s}{d}$ is an integer and $\frac{n}{d}$ is a positive integer.

We prove the order of $a^{s}$ is $\frac{n}{d}$.
Since $a^{s}$ has finite order, let $t$ be the order of $a^{s}$.
Then $t$ is the least positive integer such that $\left(a^{s}\right)^{t}=e$, so $e=a^{s t}$.
Since $a$ has finite order $n$, then $a^{s t}=e$ if and only if $n \mid s t$.
Hence, $n \mid s t$, so there exists an integer $b$ such that $s t=n b$.
Since $d>0$, we divide by $d$ to obtain $\frac{s}{d} t=\frac{n}{d} b$.
Since $\frac{s}{d}$ and $t$ are integers, then the product $\frac{s}{d} t$ is an integer.
Since $\frac{n}{d}$ and $b$ are integers, then $\frac{n}{d}$ divides $\frac{s}{d} t$.
Since $d=\operatorname{gcd}(s, n)$, then $\operatorname{gcd}\left(\frac{s}{d}, \frac{n}{d}\right)=1$, so $\operatorname{gcd}\left(\frac{n}{d}, \frac{s}{d}\right)=1$.
Since $\frac{n}{d}$ divides $\frac{s}{d} t$ and $\operatorname{gcd}\left(\frac{n}{d}, \frac{s}{d}\right)=1$, then $\frac{n}{d}$ divides $t$.
Observe that

$$
\begin{aligned}
\left(a^{s}\right)^{\frac{n}{d}} & =a^{\frac{s n}{d}} \\
& =\left(a^{n}\right)^{\frac{s}{d}} \\
& =e^{\frac{s}{d}} \\
& =e .
\end{aligned}
$$

Since $a^{s}$ has finite order $t$, then $\left(a^{s}\right)^{m}=e$ iff $t \mid m$ for all integers $m$.
Since $\frac{n}{d}$ is an integer, then we conclude $\left(a^{s}\right)^{\frac{n}{d}}=e$ iff $t$ divides $\frac{n}{d}$.
Hence, $t$ divides $\frac{n}{d}$.
Since $t \in \mathbb{Z}^{+}$and $\frac{n}{d} \in \mathbb{Z}^{+}$and $t$ divides $\frac{n}{d}$ and $\frac{n}{d}$ divides $t$, then $t=\frac{n}{d}$, by the anti-symmetric property of the divides relation on $\mathbb{Z}^{+}$.

Corollary 31. Let $(G, *)$ be a group.
Let $a \in G$ have order $n$.
Let $s \in \mathbb{Z}$.
If $s$ and $n$ are relatively prime, then $a^{s}$ has order $n$.
Proof. Suppose $s$ and $n$ are relatively prime.
Then $\operatorname{gcd}(s, n)=1$.
Observe that

$$
\begin{aligned}
\left|a^{s}\right| & =\frac{n}{\operatorname{gcd}(s, n)} \\
& =\frac{n}{1} \\
& =n .
\end{aligned}
$$

Therefore, $a^{s}$ has order $n$.
Corollary 32. Let $(G, *)$ be a group.
Let $a \in G$ have order $n$.
Let $s \in \mathbb{Z}$.
If $s$ divides $n$, then $a^{s}$ has order $\frac{n}{s}$.
Proof. Suppose $s$ divides $n$.
Then there exists $t \in \mathbb{Z}$ such that $n=s t$.
Thus, $t=\frac{n}{s}$.
Since $a$ has order $n$, then $n$ is a positive integer, so $n \neq 0$.

Suppose $s=0$.
Then $n=s t=0 t=0$.
Thus, $n=0$ and $n \neq 0$, a contradiction.
Therefore, $s \neq 0$.

Observe that

$$
\begin{aligned}
\left|a^{s}\right| & =\frac{n}{\operatorname{gcd}(s, n)} \\
& =\frac{s t}{\operatorname{gcd}(s, s t)} \\
& =\frac{s t}{s \operatorname{gcd}(1, t)} \\
& =\frac{t}{\operatorname{gcd}(1, t)} \\
& =\frac{t}{1} \\
& =t \\
& =\frac{n}{s} .
\end{aligned}
$$

Therefore, $a^{s}$ has order $\frac{n}{s}$.

Proposition 33. The order of $a$ is the same as the order of $a^{-1}$.
Let $(G, *)$ be a group.
Let $a \in G$.
Then $|a|=\left|a^{-1}\right|$.
Proof. Let $e \in G$ be the identity of $G$.
Suppose $a$ has finite order.
Let $n$ be the order of $a$.
Then $n$ is the least positive integer such that $a^{n}=e$ and $a^{k}=e$ iff $n \mid k$ for all $k \in \mathbb{Z}$.

Observe that $\left(a^{-1}\right)^{n}=\left(a^{n}\right)^{-1}=e^{-1}=e$.
Since $n \in \mathbb{Z}^{+}$and $\left(a^{-1}\right)^{n}=e$, then $a^{-1}$ has finite order.
Let $m$ be the order of $a^{-1}$.
Then $m$ is the least positive integer such that $\left(a^{-1}\right)^{m}=e$ and $\left(a^{-1}\right)^{k}=e$ iff $m \mid k$ for all $k \in \mathbb{Z}$.

Since $n \in \mathbb{Z}$, then $\left(a^{-1}\right)^{n}=e$ iff $m \mid n$.
Since $\left(a^{-1}\right)^{n}=e$, then we conclude $m \mid n$.
Observe that $e=\left(a^{-1}\right)^{m}=a^{-m}$.
Since $a^{k}=e$ iff $n \mid k$ for all $k \in \mathbb{Z}$ and $-m \in \mathbb{Z}$, then $a^{-m}=e$ iff $n \mid(-m)$.
Since $a^{-m}=e$, then we conclude $n \mid(-m)$, so $n \mid m$.
Since $m \mid n$ and $n \mid m$, then $m=n$.
Therefore, $|a|=n=m=\left|a^{-1}\right|$, so $|a|=\left|a^{-1}\right|$, as desired.
Proposition 34. The order of $a b$ is the same as the order of $b a$.
Let $(G, *)$ be a group.
Let $a, b \in G$.
Then $|a b|=|b a|$.
Proof. Let $e \in G$ be the identity of $G$.
Suppose $a b$ has finite order.
Let $n$ be the order of $a b$.
Then $n$ is the least positive integer such that $(a b)^{n}=e$ and $(a b)^{k}=e$ iff $n \mid k$ for all integers $k$.

Right multiply by $a$ to obtain $(a b)^{n} a=e a=a$.
Thus, $(a b)(a b) \ldots(a b) a=a$, so $a(b a)(b a) \ldots(b a)=a$.
Hence, $a(b a)^{n}=a=a e$, so by left cancellation we obtain $(b a)^{n}=e$.
Since $n \in \mathbb{Z}^{+}$and $(b a)^{n}=e$, then $b a$ has finite order.
Let $m$ be the order of $b a$.
Then $m$ is the least positive integer such that $(b a)^{m}=e$ and $(b a)^{n}=e$ iff $m \mid n$.

Since $(b a)^{n}=e$, then we conclude $m \mid n$.
Since $(b a)^{m}=e$, left multiply by $a$ to obtain $a(b a)^{m}=a e=a$.
Thus, $a(b a)(b a) \ldots(b a)=a$, so $(a b)(a b) \ldots(a b) a=a$.
Hence, $(a b)^{m} a=a=e a$, so by right cancellation we obtain $(a b)^{m}=e$.
Since $m \in \mathbb{Z}$ and $(a b)^{m}=e$ iff $n \mid m$, then we conclude $n \mid m$.

Since $m \mid n$ and $n \mid m$, then $m=n$.
Therefore, $|a b|=n=m=|b a|$, so $|a b|=|b a|$.
Proposition 35. Every element of a finite group has finite order.
Let $(G, *)$ be a finite group with identity $e \in G$.
Then $(\forall a \in G)\left(\exists k \in \mathbb{Z}^{+}\right)\left(a^{k}=e\right)$.
Proof. Since $G$ is finite, let $n$ be the number of elements in $G$.
Then $|G|=n$.
Since $G$ is a group, then $G \neq \emptyset$, so $n$ is a positive integer.
Let $a \in G$.
Either all distinct positive integer powers of $a$ are distinct or not.
We consider these cases separately.
Case 1: Suppose all distinct positive integer powers of $a$ are distinct.
Let $S=\left\{a, a^{2}, a^{3}, \ldots, a^{n}\right\}$.
Then $S=\left\{a^{k}: 1 \leq k \leq n, k \in \mathbb{Z}\right\}$.
By the laws of exponents, $a^{n} \in G$ for all $n \in \mathbb{Z}$, so $S \subset G$.
Since $G$ is finite and $|S|=n=|G|$ and $S \subset G$, then $S=G$.
Since $e \in G$, then this implies $e \in S$.
Hence, there exists an integer $k$ such that $1 \leq k \leq n$ and $e=a^{k}$.
Therefore, there exists a positive integer $k$ such that $a^{k}=e$.
Case 2: Suppose not all distinct positive integer powers of $a$ are distinct.
Then there exist distinct positive integer powers of $a$ that are the same.
Hence, there exist distinct positive integers $s$ and $t$ such that $a^{s}=a^{t}$.
Thus, $s \neq t$ and $a^{s}=a^{t}$.
Since $s \neq t$, then either $s<t$ or $s>t$.
Without loss of generality, assume $s<t$.
Then $t>s$, so $t-s>0$.
Hence, $t-s$ is a positive integer.
Observe that

$$
\begin{aligned}
a^{t-s} & =a^{t} * a^{-s} \\
& =a^{s} * a^{-s} \\
& =a^{s-s} \\
& =a^{0} \\
& =e
\end{aligned}
$$

Therefore, there exists a positive integer $t-s$ such that $a^{t-s}=e$.

## Theorem 36. Finite Subgroup Test

Let $H$ be a nonempty finite subset of a group $(G, *)$.
Then $H<G$ iff $H$ is closed under $*$ of $G$.
Proof. We prove if $H<G$, then $H$ is closed under $*$ of $G$.
Suppose $H<G$.
Then $H$ is a subgroup of $G$, so $H$ is a group under the binary operation of $G$.

Hence, $*$ is a binary operation on $H$, so $H$ is closed under $*$ of $G$.

Proof. Conversely, we prove if $H$ is closed under $*$ of $G$, then $H<G$.

Suppose $H$ is closed under $*$ of $G$.
Then $a * b \in H$ for all $a, b \in H$.
Since $H$ is a nonempty set, then there exists an element $a \in H$.
We first prove $a^{k} \in H$ for all $k \in \mathbb{Z}^{+}$by induction on $k$.
Define predicate $p(k): a^{k} \in H$ over $\mathbb{Z}^{+}$.
Basis:
Since $a \in H$ and $a^{1}=a$, then $a^{1} \in H$, so $p(1)$ is true.
Induction:
Let $k \in \mathbb{Z}^{+}$such that $p(k)$ is true.
Then $a^{k} \in H$.
Since $a * b \in H$ for all $a, b \in H$ and $a^{k} \in H$ and $a \in H$, then $a^{k} * a \in H$, so $a^{k+1} \in H$.

Hence, $p(k+1)$ is true.
Thus, $p(k)$ implies $p(k+1)$ for all $k \in \mathbb{Z}^{+}$.
Since $p(1)$ is true and $p(k)$ implies $p(k+1)$ for all $k \in \mathbb{Z}^{+}$, then by induction, $p(k)$ is true for all $k \in \mathbb{Z}^{+}$.

Therefore, $a^{k} \in H$ for all $k \in \mathbb{Z}^{+}$.

Since $H$ is finite, then $H$ contains a finite number of elements.
Let $n$ be the number of elements in $H$.
Then $n \in \mathbb{Z}$.
Since $H$ is not empty, then $n \geq 1$.
Since $a^{k} \in H$ for all $k \in \mathbb{Z}^{+}$and $H$ contains exactly $n$ elements, then $H$ consists of $n$ distinct powers of $a$, so $H=\left\{a, a^{2}, a^{3}, \ldots, a^{n}\right\}=\left\{a^{i}: 1 \leq i \leq n\right\}$.

Since $a^{k} \in H$ for all $k \in \mathbb{Z}^{+}$and $n+1 \in \mathbb{Z}^{+}$, then $a^{n+1} \in H$, so $a^{n+1}=a^{k}$ for some integer $k$ with $1 \leq k \leq n$.

Since $1 \leq k \leq n$ and $n<n+1$, then $1 \leq k \leq n<n+1$, so $1 \leq k<n+1$.
Thus, $k<n+1$, so $k \neq n+1$.
Since $a \in H$ and $H \subset G$, then $a \in G$.
Since $G$ is a group and $a \in G$ and $a^{k}=a^{n+1}$ and $k$ and $n+1$ are integers and $k \neq n+1$, then $a$ has finite order.

Let $m$ be the order of $a$.
Then $m$ is the least positive integer such that $a^{m}=e$.
Since $a^{k} \in H$ for all $k \in \mathbb{Z}^{+}$and $m \in \mathbb{Z}^{+}$, then $a^{m} \in H$, so $e \in H$.
Since $a^{m} \in H$, then $1 \leq m \leq n$.

Suppose $m<n$.
Then $n-m>0$.
Since $a^{k} \in H$ for all $k \in \mathbb{Z}^{+}$and $n-m \in \mathbb{Z}^{+}$, then $a^{n-m} \in H$.

Observe that

$$
\begin{aligned}
a^{n-m} & =e * a^{n-m} \\
& =a^{m} * a^{n-m} \\
& =a^{m+n-m} \\
& =a^{n} .
\end{aligned}
$$

Since $a^{n-m}=a^{n}$ and $a^{n-m} \in H$ and $a^{n} \in H$, then we must conclude $n-m=n$.

Hence, $n-n=m$, so $m=0$.
But, this contradicts that $m$ is positive, so $m$ cannot be less than $n$.
Since $m \leq n$ and $m$ is not less than $n$, then $m$ must equal $n$, so $m=n$.

Therefore, the order of $a$ is $n$, so $a^{n}=e$.

Since $n \in \mathbb{Z}^{+}$, then either $n>1$ or $n=1$.
We consider these cases separately.
Case 1: Suppose $n=1$.
Then $e=a^{1}=a$.
Thus, $a \in H$ implies $a \in\{e\}$.
Hence, $H \subset\{e\}$.
Since $e \in H$, then $\{e\} \subset H$.
Thus, $H \subset\{e\}$ and $\{e\} \subset H$, so $H=\{e\}$.
Since the trivial group is a subgroup of every group, then $H<G$.
Case 2: Suppose $n>1$.
Observe that

$$
\begin{aligned}
a * a^{n-1} & =a^{1+n-1} \\
& =a^{n} \\
& =e \\
& =a^{n} \\
& =a^{n-1+1} \\
& =a^{n-1} * a .
\end{aligned}
$$

Since $a * a^{n-1}=e=a^{n-1} * a$, then $a^{n-1}$ is the inverse of $a$.
Therefore, $a^{-1}=a^{n-1}$.
Since $n \in \mathbb{Z}$ and $n>1$, then $n \geq 2$, so $n-1 \geq 1$.
Since $1 \leq n-1$ and $n-1<n$, then $1 \leq n-1<n$.
Since $n-1 \in \mathbb{Z}$ and $1 \leq n-1<n$, then $a^{n-1} \in H$, so $a^{-1} \in H$.
Since $a$ is arbitrary, then $a^{-1} \in H$ for all $a \in H$.
Since $H$ is a nonempty subset of $G$ and $a * b \in H$ for all $a, b \in H$ and $a^{-1} \in H$ for all $a \in H$, then by the two-step subgroup test, $H$ is a subgroup of $G$, so $H<G$.

Therefore, in all cases, $H<G$, as desired.

## Cyclic subgroups

Theorem 37. The cyclic subgroup of a group $G$ generated by $g \in G$ is the smallest subgroup of $G$ that contains $g$.

Let $(G, *)$ be a group.
Let $g \in G$.
Then $\langle g\rangle=\left\{g^{n}: n \in \mathbb{Z}\right\}$ is a subgroup of $G$.
Moreover, $\langle g\rangle$ is the smallest subgroup of $G$ that contains $g$.
Proof. Let $H=\left\{g^{n}: n \in \mathbb{Z}\right\}$.
Let $e \in G$ be the identity element of $G$.
We must prove $H<G$.

Since $g^{0}=e$ and $0 \in \mathbb{Z}$, then $e \in H$, so $H \neq \emptyset$.

We prove $H \subset G$.
Let $h \in H$.
Then $h=g^{k}$ for some $k \in \mathbb{Z}$.
By the law of exponents for a group $G$, if $a \in G$, then $a^{n} \in G$ for all $n \in \mathbb{Z}$. Since $G$ is a group and $g \in G$ and $k \in \mathbb{Z}$, then we conclude $g^{k} \in G$, so $h \in G$. Therefore, $h \in H$ implies $h \in G$, so $H \subset G$.

Since $H \subset G$ and $H \neq \emptyset$, then $H$ is a nonempty subset of $G$.

We prove $H$ is closed under the binary operation of $G$.
Let $g^{i}, g^{j} \in H$.
Then $i, j \in \mathbb{Z}$.
Since $g^{i} * g^{j}=g^{i+j}$ and $i+j \in \mathbb{Z}$, then $g^{i+j} \in H$, so $g^{i} * g^{j} \in H$.
Therefore, $g^{i} * g^{j} \in H$ for all $g^{i}, g^{j} \in H$.

We prove $H$ is closed under inverses.
Let $g^{m} \in H$.
Then $m \in \mathbb{Z}$.
Since $g^{m} \in H$ and $H \subset G$, then $g^{m} \in G$.
Since $G$ is a group and $g^{m} \in G$, then the inverse of $g^{m}$ exists.
Let $\left(g^{m}\right)^{-1} \in G$ be the inverse of $g^{m}$.
Then $\left(g^{m}\right)^{-1}=g^{-m}$ and $g^{m} * g^{-m}=g^{m-m}=g^{0}=e=g^{-m+m}=g^{-m} * g^{m}$. Since $-m \in \mathbb{Z}$, then $g^{-m} \in H$, so $\left(g^{m}\right)^{-1} \in H$.
Therefore, $\left(g^{m}\right)^{-1} \in H$ for all $g^{m} \in H$.

Since $H$ is a nonempty subset of $G$ and $g^{i} * g^{j} \in H$ for all $g^{i}, g^{j} \in H$ and $\left(g^{m}\right)^{-1} \in H$ for all $g^{m} \in H$, then by the two-step subgroup test, $H$ is a subgroup of $G$, so $H<G$.

Proof. To prove $H$ is the smallest subgroup of $G$ containing $g$, let $K<G$ and $g \in K$.

We must prove $H<K$.

We prove $H \subset K$.
Let $h \in H$.
Then $h=g^{k}$ for some $k \in \mathbb{Z}$.
By the law of exponents for a group $K$, if $a \in K$, then $a^{n} \in K$ for all $n \in \mathbb{Z}$.
Since $K<G$, then $K$ is a subgroup of $G$, so $K$ is a group.
Since $g \in K$ and $k \in \mathbb{Z}$, then we conclude $g^{k} \in K$, so $h \in K$.
Therefore, $h \in H$ implies $h \in K$, so $H \subset K$.

Since $H \subset K$ and $H \neq \emptyset$, then $H$ is a nonempty subset of $K$.

We prove $H$ is closed under the binary operation on $K$.
Since $K<G$, then $K$ is closed under the binary operation on $G$, so the binary operation on $K$ is the binary operation on $G$.

Since $H<G$, then $H$ is closed under the binary operation on $G$, so the binary operation on $H$ is the binary operation on $G$.

Since the binary operation on $H$ is the binary operation on $G$ and the binary operation on $G$ is the binary operation on $K$, then the binary operation on $H$ is the binary operation on $K$.

Therefore, $H$ is closed under the binary operation on $K$.

We prove $a^{-1} \in H$ for all $a \in H$.
Since $H<G$, then $H$ is a group under the binary operation of $G$, so for every $a \in H$, there exists $a^{-1} \in H$ such that $a * a^{-1}=a^{-1} * a=e$.

Therefore, $a^{-1} \in H$ for all $a \in H$.

Since $H$ is a nonempty subset of $K$ and $H$ is closed under the binary operation on $K$ and $a^{-1} \in H$ for all $a \in H$, then by the two-step subgroup test, $H$ is a subgroup of $K$, so $H<K$.

Theorem 38. Every cyclic group is abelian.
Proof. Let $(G, *)$ be a cyclic group.
Then $G=\left\{g^{n}: n \in \mathbb{Z}\right\}$ for some generator $g \in G$.
Let $a, b \in G$.
Since $a \in G$, then $a=g^{k}$ for some $k \in \mathbb{Z}$.
Since $b \in G$, then $b=g^{m}$ for some $m \in \mathbb{Z}$.

Observe that

$$
\begin{aligned}
a * b & =g^{k} * g^{m} \\
& =g^{k+m} \\
& =g^{m+k} \\
& =g^{m} * g^{k} \\
& =b * a .
\end{aligned}
$$

Since $a * b=b * a$, then $*$ is commutative, so $G$ is abelian.
Theorem 39. Every subgroup of a cyclic group is cyclic.
Proof. Let $(G, *)$ be a cyclic group.
Let $(H, *)$ be an arbitrary subgroup of $(G, *)$.
We must prove $H$ is cyclic.

Let $e \in G$ be the identity of $G$.
Since $H$ is a subgroup of $G$, then either $H$ is the trivial group or $H$ is not the trivial group.

We consider these cases separately.
Case 1: Suppose $H$ is the trivial group.
Then $H=\{e\}$.
Since $e^{n}=e$ for all $n \in \mathbb{Z}$, then the cyclic group generated by $e$ is $\langle e\rangle=$ $\left\{e^{n}: n \in \mathbb{Z}\right\}=\{e\}=H$.

Therefore, $H$ is cyclic.
Case 2: Suppose $H$ is not the trivial group.
Then $H$ contains at least one element that is not the identity element of $G$.
Hence, there exists $a \in H$ such that $a \neq e$.
Since $G$ is cyclic, then there exists $g \in G$ such that $G=\left\{g^{k}: k \in \mathbb{Z}\right\}$.
Since $H<G$, then $H \subset G$.
Since $a \in H$ and $H \subset G$, then $a \in G$, so there exists $k \in \mathbb{Z}$ such that $a=g^{k}$.

Since $g^{0}=e \neq a=g^{k}$, then $k \neq 0$, so either $k<0$ or $k>0$.
Without loss of generality, assume $k>0$.
Then there exists $k \in \mathbb{Z}^{+}$such that $a=g^{k}$.
Since $a \in H$ and $a=g^{k}$, then $g^{k} \in H$.

Let $S=\left\{n \in \mathbb{Z}^{+}: g^{n} \in H\right\}$.
Then $S \subset \mathbb{Z}^{+}$
Since $k \in \mathbb{Z}^{+}$and $g^{k} \in H$, then $k \in S$, so $S \neq \emptyset$.
Since $S \subset \mathbb{Z}^{+}$and $S \neq \emptyset$, then $S$ contains a least element by the well ordering property of $\mathbb{Z}^{+}$.

Let $m$ be the least element of $S$.
Then $m \in S$ and $m \leq n$ for all $n \in S$.
Since $m \in S$, then $m \in \mathbb{Z}^{+}$and $g^{m} \in H$.

Let $b \in H$ be arbitrary.
Since $b \in H$ and $H \subset G$, then $b \in G$, so there exists $s \in \mathbb{Z}$ such that $b=g^{s}$.
Since $b \in H$ and $b=g^{s}$, then $g^{s} \in H$.
We divide $s$ by $m$.
By the division algorithm, there exist unique integers $q, r$ such that $s=$ $m q+r$ and $0 \leq r<m$.

Observe that

$$
\begin{aligned}
b & =g^{s} \\
& =g^{m q+r} \\
& =g^{m q} * g^{r} \\
& =\left(g^{m}\right)^{q} * g^{r}
\end{aligned}
$$

Hence, $g^{s}=\left(g^{m}\right)^{q} * g^{r}$.
We left multiply by $\left[\left(g^{m}\right)^{q}\right]^{-1}$ to obtain $g^{r}=\left[\left(g^{m}\right)^{q}\right]^{-1} * g^{s}=\left(g^{m}\right)^{-q} * g^{s}$.
By the laws of exponents for a multiplicative group, if $G$ is a group and $a \in G$, then $a^{n} \in G$ for all $n \in \mathbb{Z}$.

Since $H$ is a group and $g^{m} \in H$ and $-q \in \mathbb{Z}$, then we conclude $\left(g^{m}\right)^{-q} \in H$.
Since $H$ is a group, then $H$ is closed under its binary operation $*$.
Since $\left(g^{m}\right)^{-q} \in H$ and $g^{s} \in H$, then we conclude $g^{r} \in H$.
Since $0 \leq r<m$, then $0 \leq r$ and $r<m$.
Since $0 \leq r$, then either $r>0$ or $r=0$.

Suppose $r>0$.
Since $r$ is an integer and $r>0$, then $r \in \mathbb{Z}^{+}$.
Since $r \in \mathbb{Z}^{+}$and $g^{r} \in H$, then $r \in S$, so $m \leq r$.
Thus, we have $r<m$ and $r \geq m$, a violation of trichotomy law for integers.
Therefore, $r$ cannot be greater than zero.
Since either $r>0$ or $r=0$, we must conclude $r=0$, so $s=m q+r=$ $m q+0=m q$.

Thus,

$$
\begin{aligned}
b & =g^{s} \\
& =g^{m q} \\
& =\left(g^{m}\right)^{q}
\end{aligned}
$$

Let $H^{\prime}=\left\{\left(g^{m}\right)^{n}: n \in \mathbb{Z}\right\}$.
Since $b=\left(g^{m}\right)^{q}$ and $q \in \mathbb{Z}$, then $b \in H^{\prime}$.
Therefore, $b \in H$ implies $b \in H^{\prime}$, so $H \subset H^{\prime}$.

We prove $H^{\prime} \subset H$.
Let $h^{\prime} \in H^{\prime}$.
Then $h^{\prime}=\left(g^{m}\right)^{n}$ for some $n \in \mathbb{Z}$.

By the laws of exponents for a multiplicative group, if $G$ is a group and $a \in G$, then $a^{n} \in G$ for all $n \in \mathbb{Z}$.

Since $H$ is a group and $g^{m} \in H$ and $n \in \mathbb{Z}$, then we conclude $\left(g^{m}\right)^{n} \in H$, so $h^{\prime} \in H$.

Therefore, $h^{\prime} \in H^{\prime}$ implies $h^{\prime} \in H$, so $H^{\prime} \subset H$.

Since $H \subset H^{\prime}$ and $H^{\prime} \subset H$, then $H=H^{\prime}$.
Therefore, $H=H^{\prime}=\left\{\left(g^{m}\right)^{n}: n \in \mathbb{Z}\right\}$ is the cyclic subgroup generated by the element $g^{m} \in H$, so $H$ is cyclic.

Corollary 40. The only subgroups of $(\mathbb{Z},+)$ are $(n \mathbb{Z},+)$ for all $n \in \mathbb{Z}$.
Proof. To prove the only subgroups of $\mathbb{Z}$ are $n \mathbb{Z}$ for all $n \in \mathbb{Z}$, we prove the set of all subgroups of $\mathbb{Z}$ is the set of all $n \mathbb{Z}$.

Let $S$ be the set of all subgroups of $\mathbb{Z}$.
Then $S=\{H: H<\mathbb{Z}\}$.
Let $T=\{n \mathbb{Z}: n \in \mathbb{Z}\}$.
We must prove $S=T$.

We prove $S \subset T$.
Let $H \in S$.
Then $H<\mathbb{Z}$, so $H$ is a subgroup of $\mathbb{Z}$.
Thus, $H \subset \mathbb{Z}$.
Every subgroup of a cyclic group is cyclic.
Since $H$ is a subgroup of $\mathbb{Z}$ and $\mathbb{Z}$ is cyclic, then $H$ is cyclic.
Therefore, there exists $h \in H$ such that $H=\{n h: n \in \mathbb{Z}\}=h \mathbb{Z}$.
Since $h \in H$ and $H \subset \mathbb{Z}$, then $h \in \mathbb{Z}$.
Since $H=h \mathbb{Z}$ and $h \in \mathbb{Z}$, then $H \in T$.
Therefore, $H \in S$ implies $H \in T$, so $S \subset T$.
We prove $T \subset S$.
Let $G \in T$.
Then $G=n \mathbb{Z}$ for some $n \in \mathbb{Z}$.
Since $n \mathbb{Z}$ is a subgroup of $\mathbb{Z}$, then $G<\mathbb{Z}$, so $G \in S$.
Therefore, $G \in T$ implies $G \in S$, so $T \subset S$.

Since $S \subset T$ and $T \subset S$, then $S=T$.

## Theorem 41. Characterization of cyclic subgroup

Let $(G, *)$ be a group.
Let $a \in G$.
The order of $a$ is the order of the cyclic subgroup of $G$ generated by $a$.

1. If a has finite order $n$, then $\langle a\rangle$ is finite and $\langle a\rangle=\left\{e, a^{1}, a^{2}, \ldots, a^{n-1}\right\}$.
2. If a has infinite order, then $\langle a\rangle$ is infinite and $\langle a\rangle=\left\{\ldots, a^{-2}, a^{-1}, e, a^{1}, a^{2}, \ldots\right\}$ and each power of $a$ is distinct.

Proof. Every element of a group $G$ generates a cyclic subgroup of $G$.
Since $G$ is a group and $a \in G$, then $a$ generates a cyclic subgroup of $G$.
Let $H$ be the cyclic subgroup of $G$ generated by $a$.
Then $H=\left\{a^{k}: k \in \mathbb{Z}\right\}$.
Either there exists $k \in \mathbb{Z}^{+}$such that $a^{k}=e$ or there does not exist $k \in \mathbb{Z}^{+}$ such that $a^{k}=e$.

We consider these cases separately.
Case 1: Suppose there exists $k \in \mathbb{Z}^{+}$such that $a^{k}=e$.
Then $a$ has finite order.
Let $n$ be the order of $a$.
Then $n$ is the least positive integer such that $a^{n}=e$.
Let $H^{\prime}=\left\{a^{0}, a^{1}, a^{2}, \ldots, a^{n-1}\right\}=\left\{a^{k}: k \in \mathbb{Z} \wedge 0 \leq k<n\right\}$.
Then $\left|H^{\prime}\right|=n$ and $H^{\prime} \subset H$.
We must prove $H=H^{\prime}$ and $|H|=n$.

Let $a^{k} \in H$.
Then $k$ is an integer.
We divide $k$ by $n$.
By the division algorithm, there exist unique integers $q, r$ such that $k=n q+r$ and $0 \leq r<n$.

Observe that

$$
\begin{aligned}
a^{k} & =a^{n q+r} \\
& =a^{n q} * a^{r} \\
& =\left(a^{n}\right)^{q} * a^{r} \\
& =e^{q} * a^{r} \\
& =e * a^{r} \\
& =a^{r} .
\end{aligned}
$$

Hence, there exists an integer $r$ such that $0 \leq r<n$ and $a^{k}=a^{r}$, so $a^{k} \in H^{\prime}$.
Thus, $a^{k} \in H$ implies $a^{k} \in H^{\prime}$, so $H \subset H^{\prime}$.
Since $H \subset H^{\prime}$ and $H^{\prime} \subset H$, then $H=H^{\prime}$.
Therefore, $|H|=\left|H^{\prime}\right|=n$, so $|H|=n$.
Case 2: Suppose there does not exist $k \in \mathbb{Z}^{+}$such that $a^{k}=e$.
Then $a$ has infinite order, so $a$ does not have finite order.
If $a^{s}=a^{t}$ and $s \neq t$ for some $s, t \in \mathbb{Z}$, then $a$ has finite order.
Hence, if $a$ does not have finite order, then there does not exist $s, t \in \mathbb{Z}$ with $s \neq t$ and $a^{s}=a^{t}$.

Since $a$ does not have finite order, then we conclude there does not exist $s, t \in \mathbb{Z}$ with $s \neq t$ and $a^{s}=a^{t}$.

Hence, $a^{s} \neq a^{t}$ for every distinct $s, t \in \mathbb{Z}$, so every integer power of $a$ is distinct.

Therefore, the cyclic subgroup generated by $a$ is $\langle a\rangle=\left\{a^{k}: k \in \mathbb{Z}\right\}=$ $\left\{\ldots, a^{-2}, a^{-1}, a^{0}, a^{1}, a^{2}, a^{3}, \ldots,\right\}$, so $\langle a\rangle$ is infinite.

## Proposition 42. Generators of a finite cyclic group

Let $n \in \mathbb{Z}^{+}$.
Let $G$ be a cyclic group of order $n$.
If $g \in G$ is a generator of $G$, then the generators of $G$ are elements $g^{k}$ such that $\operatorname{gcd}(k, n)=1$.

Proof. Suppose $g \in G$ is a generator of $G$.
Then $G=\left\{g^{k}: k \in \mathbb{Z}\right\}$.
Let $S$ be the set of all generators of $G$.
Then $S=\{s \in G: G=\langle s\rangle\}$.
Let $T=\left\{g^{k}: \operatorname{gcd}(k, n)=1, k \in \mathbb{Z}\right\}$.
We must prove $S=T$.

We prove $S \subset T$.
Since $g \in G$ and $G=\left\{g^{k}: k \in \mathbb{Z}\right\}=\langle g\rangle$, then $g \in S$, so $S \neq \emptyset$.
The order of $g$ is the order of the cyclic subgroup generated by $g$.
Therefore, $|g|=|\langle g\rangle|=\left|\left\{g^{k}: k \in \mathbb{Z}\right\}\right|=|G|=n$, so $g$ has finite order $n$.
Let $s \in S$.
Then $s \in G$ and $G=\langle s\rangle$.
Since $s \in G$, then there exists $k \in \mathbb{Z}$ such that $s=g^{k}$.
The order of $s$ is the order of the cyclic subgroup generated by $s$.
Hence, $|s|=|\langle s\rangle|=|G|=n$.
Since $g$ has finite order $n$, then $|s|=\left|g^{k}\right|=\frac{n}{\operatorname{gcd}(k, n)}$.
Thus, $n=|s|=\frac{n}{\operatorname{gcd}(k, n)}$, so $n \operatorname{gcd}(k, n)=n$.
Consequently, $\operatorname{gcd}(k, n)=1$.
Since there exists $k \in \mathbb{Z}$ such that $s=g^{k}$ and $\operatorname{gcd}(k, n)=1$, then $s \in T$, so $S \subset T$.

We prove $T \subset S$.
Let $t \in T$.
Then there exists $m \in \mathbb{Z}$ such that $t=g^{m}$ and $\operatorname{gcd}(m, n)=1$.
By the law of exponents, $g^{n} \in G$ for all $n \in \mathbb{Z}$.
Since $m \in \mathbb{Z}$, then $g^{m} \in G$, so $t \in G$.
Every element of a group $G$ generates a cyclic subgroup of $G$.
Since $t \in G$, then $t$ generates a cyclic subgroup of $G$, so $\langle t\rangle$ is a subgroup of $G$.

Hence, $\langle t\rangle$ is a subset of $G$.
Since $|G|=n$, then $G$ is a finite group.
Every element of a finite group has finite order.
Thus, every element of $G$ has finite order.
Since $t \in G$, then $t$ has finite order.
Thus, $|t|=\left|g^{m}\right|=\frac{n}{\operatorname{gcd}(m, n)}=\frac{n}{1}=n=|G|$.
The order of $t$ is the order of the cyclic subgroup generated by $t$.
Hence, $|t|=|\langle t\rangle|$.
Thus, $|G|=|t|=|\langle t\rangle|$.

Since $\langle t\rangle$ is a subset of $G$ and $G$ is finite and $|G|=|\langle t\rangle|$, then $G=\langle t\rangle$.
Since $t \in G$ and $G=\langle t\rangle$, then $t \in S$, so $T \subset S$.
Since $S \subset T$ and $T \subset S$, then $S=T$, as desired.
Corollary 43. The generators of $\left(\mathbb{Z}_{n},+\right)$ are congruence classes $[k]$ such that $k \in \mathbb{Z}^{+}$and $1 \leq k \leq n$ and $\operatorname{gcd}(k, n)=1$.

Proof. Let $n \in \mathbb{Z}^{+}$.
Observe that $\left(\mathbb{Z}_{n},+\right)$ is a cyclic group of order $n$.
Since $[1] \in \mathbb{Z}_{n}$ is a generator of $\mathbb{Z}_{n}$, then by the previous proposition 42 , the generators of $\mathbb{Z}_{n}$ are elements $k[1]$ such that $\operatorname{gcd}(k, n)=1$ for $k \in \mathbb{Z}$.

Since $k \in \mathbb{Z}$, then $k[1]=[k]$.
Since $\mathbb{Z}_{n}=\{[1],[2], \ldots,[n-1],[n]\}=\{[k]: 1 \leq k \leq n\}$, then $k \in \mathbb{Z}^{+}$.
Therefore, the generators of $\mathbb{Z}_{n}$ are congruence classes $[k] \in \mathbb{Z}_{n}$ such that $k \in \mathbb{Z}^{+}$and $1 \leq k \leq n$ and $\operatorname{gcd}(k, n)=1$.

Theorem 44. Let $(G, *)$ be a group.
Let $a_{1}, a_{2}, \ldots, a_{n} \in G$.
Then $\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle$ is a subgroup of $G$.
Moreover, $\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle$ is the smallest subgroup of $G$ that contains $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$.
Solution. We must prove

1. $\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle$ is a subgroup of $(G, *)$.
2. To prove $\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle$ is the smallest subgroup of $G$ that contains $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$, we must prove for every subgroup $K$ of $G$ such that
$\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \subset K,\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle \subset K$.
Proof. Let $H=\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle$. Let $N_{0}=\{0,1,2,3, \ldots\}$.
Then $H=\left\{b_{1}^{\epsilon_{1}} \cdot b_{2}^{\epsilon_{2}} \cdots b_{k}^{\epsilon_{k}}: k \in N_{0}, b_{i} \in\left\{a_{1}, \ldots, a_{n}\right\}, \epsilon_{i} \in \mathbb{Z}\right\}$.
Let $x \in H$. Then there exists $k \in N_{0}$ and for each $i \in\{1, \ldots, k\}$ there exists $b_{i} \in\left\{a_{1}, \ldots, a_{n}\right\}$ and integer $\epsilon_{i}$ such that $x=b_{1}^{\epsilon_{1}} b_{2}^{\epsilon_{2}} \cdots b_{k}^{\epsilon_{k}}$. Let $i$ be an arbitrary integer in $\{1,2, \ldots, k\}$. Since $b_{i} \in\left\{a_{1}, \ldots, a_{n}\right\}$ and $\left\{a_{1}, \ldots, a_{n}\right\} \subset G$, then $b_{i} \in G$. Every integer power of $b_{i}$ is an element of the group that contains $b_{i}$. Thus, $b_{i}^{\epsilon_{i}} \in G$. Since $i$ is arbitrary, then $b_{i}^{\epsilon_{i}} \in G$ for each $i$. By closure of $G$ we have $b_{1}^{\epsilon_{1}} b_{2}^{\epsilon_{2}} \cdots b_{k}^{\epsilon_{k}} \in G$, so $x \in G$. Hence, $x \in H$ implies $x \in G$, so $H \subset G$.

Let $e$ be the identity element of $G$. If $k=0$, then $b_{1}^{\epsilon_{1}} \cdot b_{2}^{\epsilon_{2}} \cdots b_{k}^{\epsilon_{k}}$ is a product of zero factors. By definition, this implies $b_{1}^{\epsilon_{1}} \cdot b_{2}^{\epsilon_{2}} \cdots b_{k}^{\epsilon_{k}}=e$. Thus, $e \in H$, so $H \neq \emptyset$.

Let $x, y \in H$. Then there exists $k \in N_{0}$ and for each $i$ in $\{1, \ldots, k\}$ there exist $b_{i} \in\left\{a_{1}, \ldots, a_{n}\right\}$ and integer $\epsilon_{i}$ such that $x=b_{1}^{\epsilon_{1}} b_{2}^{\epsilon_{2}} \ldots b_{k}^{\epsilon_{k}}$ and there exists $m \in N_{0}$ and for each $j$ in $\{1, \ldots, m\}$ there exist $c_{j} \in\left\{a_{1}, \ldots, a_{n}\right\}$ and integer $\delta_{j}$ such that $y=c_{1}^{\delta_{1}} c_{2}^{\delta_{2}} \ldots c_{m}^{\delta_{m}}$. Observe that

$$
\begin{aligned}
x y^{-1} & =\left(b_{1}^{\epsilon_{1}} b_{2}^{\epsilon_{2}} \ldots b_{k}^{\epsilon_{k}}\right)\left(c_{1}^{\delta_{1}} c_{2}^{\delta_{2}} \ldots c_{m}^{\delta_{m}}\right)^{-1} \\
& =\left(b_{1}^{\epsilon_{1}} b_{2}^{\epsilon_{2}} \ldots b_{k}^{\epsilon_{k}}\right)\left(c_{m}^{-\delta_{m}} c_{m-1}^{-\delta_{m-1}} \ldots c_{1}^{-\delta_{1}}\right) \\
& =b_{1}^{\epsilon_{1}} b_{2}^{\epsilon_{2}} \ldots b_{k}^{\epsilon_{k}} c_{m}^{-\delta_{m}} c_{m-1}^{-\delta_{m-1}} \ldots c_{1}^{-\delta_{1}}
\end{aligned}
$$

Hence, $x y^{-1}$ is a product of $k+m$ factors and $k+m \in N_{0}$ and each factor has a base in $\left\{a_{1}, \ldots, a_{n}\right\}$ and an integer exponent. Therefore, $x y^{-1} \in H$.

Hence, $H$ is a subgroup of $G$.
To prove $H$ is the smallest subgroup of $G$ containing $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$, let $K$ be an arbitrary subgroup of $G$ such that $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \subset K$.

We must prove $H \subset K$.
Let $x \in H$. Then there exists $k \in N_{0}$ and for each $i$ in $\{1,2, \ldots, k\}$ there exist $b_{i} \in\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ and integer $\epsilon_{i}$ such that $x=b_{1}^{\epsilon_{1}} b_{2}^{\epsilon_{2}} \cdots b_{k}^{\epsilon_{k}}$.

Let $i$ be an arbitrary element of $\{1,2, \ldots, k\}$. Since $b_{i} \in\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ and $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \subset K$, then $b_{i} \in K$. Every integer power of $b_{i}$ is an element of the group that contains $b_{i}$. Thus, $b_{i}^{\epsilon_{i}} \in K$. Since $i$ is arbitrary, then $b_{i}^{\epsilon_{i}} \in K$ for every $i$ in $\{1,2, \ldots, k\}$. Since $K$ is a subgroup of $G$, then $K$ is closed under the binary operation of $G$. Hence, $b_{1}^{\epsilon_{1}} b_{2}^{\epsilon_{2}} \cdots b_{k}^{\epsilon_{k}} \in K$, so $x \in K$.

Thus, $x \in H$ implies $x \in K$, so $H \subset K$, as desired.
Theorem 45. Let $(G, *)$ be a group.
Let $S \subset G$.
The smallest subgroup that contains $S$ is the intersection of all subgroups that contain $S$.

Proof. Let $H_{i}$ be a subgroup of $G$ such that $S \subset H_{i}$. Let $I$ be some index set. Then $T=\left\{H_{i}: i \in I\right\}$ is the collection of all subgroups of $G$ that contain $S$. Since $G<G$ and $S \subset G$, then $G \in T$. Hence, $T$ is not empty.

Let $H$ be the intersection of all the subgroups in $T$. Then $H=\cap_{i \in I} H_{i}=$ $\left\{x: x \in H_{i}\right.$ for all $\left.i \in I\right\}$.

The intersection of a collection of subgroups is a subgroup. Hence, $H<G$.
We prove $S \subset H$. Let $x \in S$. To prove $x \in H$, we must prove $x \in H_{i}$ for all $i \in I$. Let $i \in I$. Then $H_{i}$ is an arbitrary subgroup of $G$ that contains $S$. Thus, $S \subset H_{i}$. Since $x \in S$ and $S \subset H_{i}$, then $x \in H_{i}$. Since $i$ is arbitrary, then $x \in H_{i}$ for all $i \in I$. Thus, $x \in H$. Hence, $x \in S$ implies $x \in H$, so $S \subset H$.

To prove $H$ is the smallest subgroup of $G$ that contains $S$, we must prove $H<K$ for every subgroup $K$ that contains $S$.

Let $i \in I$. Then $H_{i}$ is an arbitrary subgroup of $G$ that contains $S$.
We prove $H<H_{i}$.
We prove $H \subset H_{i}$. Let $x \in H$. Then $x \in H_{i}$ for all $i \in I$. In particular, $x \in H_{i}$. Hence, $x \in H$ implies $x \in H_{i}$, so $H \subset H_{i}$.

We prove $H$ is closed under the binary operation of $H_{i}$. Since $H_{i}<G$, then $H_{i}$ is closed under the binary operation of $G$. Thus, the binary operation of $H_{i}$ is the same as in $G$. Since $H<G$, then $H$ is closed under the binary operation of $G$. Hence, $H$ is closed under the binary operation of $H_{i}$.

Let $e$ be the identity of $G$. Since $H_{i}<G$, then $e \in H_{i}$. Since $H<G$, then $e \in H$. Thus, the identity of $H_{i}$ is contained in $H$.

Let $a \in H$. We prove the inverse of $a$ is in $H$. Since $H<G$, then $H \subset G$. Thus, $a \in G$. Since $G$ is a group, then the inverse of $a$ exists in $G$. Let $b$ be the inverse of $a$ in $G$. Then $b \in G$ and $a b=e$. Since $H<G$, then $b \in H$.

Since $a \in H$ and $H \subset H_{i}$, then $a \in H_{i}$. Since $H_{i}$ is a group, then the inverse of $a$ exists in $H_{i}$. Let $b^{\prime}$ be the inverse of $a$ in $H_{i}$. Then $b^{\prime} \in H_{i}$ and $a b^{\prime}=e$.

Thus, $a b=e=a b^{\prime}$, so $a b=a b^{\prime}$. Since $b^{\prime} \in H_{i}$ and $H_{i} \subset G$, then $b^{\prime} \in G$. Hence, $a, b, b^{\prime} \in G$, so by the left cancellation law, we have $b=b^{\prime}$. Since $b^{\prime}=b$ and $b \in H$, then $b^{\prime} \in H$. Thus, the inverse of $a$ in $H_{i}$ is in $H$.

Therefore, $H<H_{i}$.

## Permutation Groups

Theorem 46. ( $S_{X}, \circ$ ) is a group under function composition
Let $X$ be a nonempty set.
Let $S_{X}$ be the set of all permutations of $X$.
Define o to be function composition on $S_{X}$.
Then $\left(S_{X}, \circ\right)$ is a group, called the symmetric group on $X$.
Proof. We prove $\circ$ is a binary operation on $S_{X}$.
Let $\sigma: X \rightarrow X$ and $\tau: X \rightarrow X$ be elements of $S_{X}$.
Then $\sigma: X \rightarrow X$ and $\tau: X \rightarrow X$ are permutations of $X$.
Hence, $\sigma$ and $\tau$ are bijective functions, so $\sigma$ and $\tau$ are bijections.
Let $\sigma \circ \tau: X \rightarrow X$ be the function defined by $(\sigma \circ \tau)(x)=\sigma(\tau(x))$ for all $x \in X$.

Since the composition of functions is a function and $\sigma$ is a function and $\tau$ is a function, then $\sigma \circ \tau$ is a function and $\sigma \circ \tau$ is unique.

Since the composition of bijections is a bijection and $\sigma$ is a bijection and $\tau$ is a bijection, then $\sigma \circ \tau$ is a bijection, so $\sigma \circ \tau$ is a permutation.

Therefore, $\sigma \circ \tau$ is an element of $S_{X}$, so $\circ$ is a binary operation on $S_{X}$.

We prove $\circ$ is associative.
Since function composition is associative, then $(\sigma \circ \tau) \circ \mu=\sigma \circ(\tau \circ \mu)$ for all $\sigma, \tau, \mu \in S_{X}$.

Therefore, ○ is associative.
We prove the identity map is an identity for $\circ$.
Let $i d: X \rightarrow X$ be the identity map defined by $i d(x)=x$ for all $x \in X$.
Since the identity map is a bijection of $X$, then the identity map is a permutation of $X$, so $i d \in S_{X}$.

Let $\sigma \in S_{X}$.
Let $x \in X$.
Observe that

$$
\begin{aligned}
(i d \circ \sigma)(x) & =i d(\sigma(x)) \\
& =\sigma(x) \\
& =\sigma(i d(x)) \\
& =(\sigma \circ i d)(x)
\end{aligned}
$$

Thus, $(i d \circ \sigma)(x)=\sigma(x)=(\sigma \circ i d)(x)$ for all $x \in X$, so $i d \circ \sigma=\sigma=\sigma \circ i d$. Since $i d \in S_{X}$ and $i d \circ \sigma=\sigma=\sigma \circ i d$, then the identity map $i d$ is an identity for $\circ$.

We prove every permutation in $S_{X}$ has an inverse in $S_{X}$.
Let $\sigma \in S_{X}$.
Then $\sigma$ is a permutation of $X$, so $\sigma: X \rightarrow X$ is a bijective function.
A function is invertible iff it is bijective.
Hence, $\sigma$ is invertible, so the inverse function of $\sigma$ exists and is unique.
Let $\tau: X \rightarrow X$ defined by $\tau(y)=x$ iff $\sigma(x)=y$ be the inverse function of $\sigma$.

Let $x \in X$.
Then $\tau(x)=y$ iff $\sigma(y)=x$.
Observe that

$$
\begin{aligned}
(\sigma \circ \tau)(x) & =\sigma(\tau(x)) \\
& =\sigma(y) \\
& =x \\
& =i d(x)
\end{aligned}
$$

Thus, $(\sigma \circ \tau)(x)=i d(x)$ for all $x \in X$, so $\sigma \circ \tau=i d$.

Let $x \in X$.
Then $\sigma(x)=y$ iff $\tau(y)=x$.
Observe that

$$
\begin{aligned}
(\tau \circ \sigma)(x) & =\tau(\sigma(x)) \\
& =\tau(y) \\
& =x \\
& =i d(x) .
\end{aligned}
$$

Thus, $(\tau \circ \sigma)(x)=i d(x)$ for all $x \in X$, so $\tau \circ \sigma=i d$.
Hence, $\tau \circ \sigma=i d=\sigma \circ \tau$, so $\sigma$ is an inverse of $\tau$.
Consequently, $\tau$ is invertible, so $\tau$ is bijective.
Therefore, $\tau$ is a permutation of $X$, so $\tau \in S_{X}$.
Therefore, for every permutation $\sigma$, there exists a permutation $\tau$ in $S_{X}$ such that $\sigma \circ \tau=\tau \circ \sigma=i d$, so every permutation in $S_{X}$ has an inverse in $S_{X}$.

Since $\circ$ is a binary operation on $S_{X}$ and $\circ$ is associative and the identity map $i d$ is an identity for o and every permutation in $S_{X}$ has an inverse in $S_{X}$, then ( $S_{X}, \circ$ ) is a group.

Corollary 47. Let $n \in \mathbb{Z}^{+}$.
The symmetric group on $n$ symbols is a group under function composition.

Proof. Let $X=\{1,2, \ldots, n\}$.
Let $S_{n}$ be the set of all permutations on the set $X$.
Since $n \in \mathbb{Z}^{+}$, then $n \geq 1$, so $1 \in X$.
Hence, $X$ is not empty.
Let $\circ$ be function composition on $S_{n}$.
Since the set $X$ is not empty and $S_{n}$ is the set of all permutations of $X$, then by the previous theorem, $\left(S_{n}, \circ\right)$ is a group under function composition.

Proposition 48. Let $n \in \mathbb{Z}^{+}$.
If $n \geq 3$, then $\left(S_{n}, \circ\right)$ is non-abelian.
Proof. Let $X$ be a finite set of $n$ symbols.
Since $n \geq 3$, let $a, b, c$ be distinct elements of $X$.
Let $\sigma: X \rightarrow X$ be the function defined by $\sigma(a)=b$ and $\sigma(b)=a$ and $\sigma(x)=x$ for every other $x \in X$.

Then $\sigma$ is a one to one and onto function, so $\sigma \in S_{n}$.
Let $\tau: X \rightarrow X$ be the function defined by $\tau(a)=b$ and $\tau(b)=c$ and $\tau(c)=a$ and $\tau(x)=x$ for every other $x \in X$.

Then $\tau$ is a one to one and onto function, so $\tau \in S_{n}$.
Since $(\sigma \circ \tau)(a)=\sigma((\tau(a))=\sigma(b)=a$ and $(\tau \circ \sigma)(a)=\tau(\sigma(a))=\tau(b)=c$ and $a \neq c$, then $(\sigma \circ \tau)(a) \neq(\tau \circ \sigma)(a)$, so $\sigma \circ \tau \neq \tau \circ \sigma$,

Since there exist $\sigma, \tau \in S_{n}$ such that $\sigma \circ \tau \neq \tau \circ \sigma$, then $\circ$ is not commutative, so $S_{n}$ is not abelian.

Proof. Let $n$ be an integer greater than or equal to 3 .
Let $X=\{1,2,3, \ldots, n\}$ be a finite set of $n$ symbols.
Let $S_{n}$ be the symmetric group on $n$ symbols of $X$.
Then there exist transpositions $(1,2)$ and $(1,3)$ in $S_{n}$.
Let $\sigma=(1,2)$ and $\tau=(1,3)$.
Then $\sigma, \tau \in S_{n}$ and $\sigma \tau=\left(\begin{array}{ll}1 & 2\end{array}\right)\left(\begin{array}{ll}1 & 3\end{array}\right)=\left(\begin{array}{lll}1 & 3 & 2\end{array}\right) \neq\left(\begin{array}{lll}1 & 2 & 3\end{array}\right)=\left(\begin{array}{ll}1 & 3\end{array}\right)\left(\begin{array}{ll}1 & 2\end{array}\right)=\tau \sigma$.
Therefore, there exist a distinct pair of elements in $S_{n}$ that do not commute, so $S_{n}$ is not abelian.

## Theorem 49. Cayley's Theorem

Every group $G$ is isomorphic to a subgroup of the symmetric group on $G$.
Solution. Let $(G, *)$ and $\left(S_{G}, \circ\right)$ be groups.
We need to devise an bijective map from $G$ to $S_{G}$ that satisfies the homomorphism property $\phi(g h)=\phi(g) \circ \phi(h)$.

The key insight is to break down the problem and first devise a bijective function from $G$ to $G$.

We have to devise a suitable bijective function.
We can look at the Cayley multiplication table for a group to devise a bijection.

We can let $\lambda_{g}(x)=g x$ for all $x \in G$ (left multiply by $g$ ).
When we left multiply we have the left representation of $G$.
We could also let $\rho_{g}(x)=x g$ for all $x \in G$ (right multiply by $g$ ).

When we right multiply we have the right representation of $G$.
Either choice is fine in the proof.
Proof. Let $(G, *)$ be a group.
Let $\left(S_{G}, \circ\right)$ be the symmetric group on $G$.
Define for each $g \in G$ the function $\lambda_{g}: G \rightarrow G$ by $\lambda_{g}(x)=g x$ for all $x \in G$.
Let $g \in G$.

We prove $\lambda_{g}$ is a permutation of $G$.
We first prove $\lambda_{g}$ is injective.
Let $x, y \in G$ such that $\lambda_{g}(x)=\lambda_{g}(y)$.
Then $g x=g y$.
By the cancellation law for groups, we have $x=y$.
Hence, $\lambda_{g}(x)=\lambda_{g}(y)$ implies $x=y$, so $\lambda_{g}$ is injective.

We prove $\lambda_{g}$ is surjective.
Let $y \in G$.
Let $g^{-1}$ be the inverse of $g$.
Let $x=g^{-1} y$.
Since $G$ is closed under its binary operation and $g^{-1}, y \in G$, then $x \in G$.
Let $e$ be the identity of $G$.
Observe that

$$
\begin{aligned}
\lambda_{g}(x) & =\lambda_{g}\left(g^{-1} y\right) \\
& =g\left(g^{-1} y\right) \\
& =\left(g g^{-1}\right) y \\
& =e y \\
& =y
\end{aligned}
$$

Hence, there exists $x \in G$ such that $\lambda_{g}(x)=y$, so $\lambda_{g}$ is surjective.
Thus, $\lambda_{g}$ is bijective, so $\lambda_{g}$ is a permutation of $G$.
Let $G^{\prime}=\left\{\lambda_{g}: g \in G\right\}$.
Then $G^{\prime} \subset S_{G}$.

We prove $G^{\prime}<S_{G}$ by the subgroup test.
Let $i d$ be the identity of $S_{G}$.
Then $i d: G \rightarrow G$ is the identity map on $G$ defined by $i d(x)=x$ for all $x \in G$.

Since $e \in G$, then $\lambda_{e}(x)=e x=x=i d(x)$ for all $x \in G$.
Hence, $\lambda_{e}=i d$.
Since $\lambda_{e} \in G^{\prime}$, then $i d \in G^{\prime}$.
Let $\lambda_{a}, \lambda_{b} \in G^{\prime}$.
Then $a, b \in G$.
Let $x \in G$.

Observe that

$$
\begin{aligned}
\left(\lambda_{a} \circ \lambda_{b}\right)(x) & =\lambda_{a}\left[\lambda_{b}(x)\right] \\
& =\lambda_{a}(b x) \\
& =a(b x) \\
& =(a b) x \\
& =\lambda_{a b}(x)
\end{aligned}
$$

Hence, $\lambda_{a} \lambda_{b}=\lambda_{a b}$.
Since $a, b \in G$ and $G$ is closed under $*$, then $a b \in G$.
Thus, $\lambda_{a b} \in G^{\prime}$, so $\lambda_{a} \lambda_{b} \in G^{\prime}$.
Therefore, $G^{\prime}$ is closed under o.
Let $\lambda_{g}^{-1}$ be the inverse of $\lambda_{g}$ in $S_{G}$.
Then $\lambda_{g} \lambda_{g}^{-1}=i d$.
Since $g^{-1} \in G$, then $\lambda_{g^{-1}} \in G^{\prime}$.
Since $G^{\prime} \subset S_{G}$, then $\lambda_{g^{-1}} \in S_{G}$.
Let $x \in G$. Then

$$
\begin{aligned}
\lambda_{g} \lambda_{g^{-1}}(x) & =\lambda_{g}\left(\lambda_{g^{-1}}(x)\right) \\
& =\lambda_{g}\left(g^{-1} x\right) \\
& =g\left(g^{-1} x\right) \\
& =\left(g g^{-1}\right) x \\
& =e x \\
& =x \\
& =i d(x) .
\end{aligned}
$$

Hence, $\lambda_{g} \lambda_{g^{-1}}=i d$.
Thus, $\lambda_{g} \lambda_{g}^{-1}=\lambda_{g} \lambda_{g^{-1}}$.
By the cancellation law for groups, we have $\lambda_{g}^{-1}=\lambda_{g^{-1}}$.
Thus, $\lambda_{g}^{-1} \in G^{\prime}$, so $G^{\prime}$ is closed under taking inverses.
Therefore, $G^{\prime}<S_{G}$.

Let $\phi: G \rightarrow G^{\prime}$ be a function defined by $\phi(g)=\lambda_{g}$ for all $g \in G$.
To prove $G \cong G^{\prime}$, we prove $\phi$ is an isomorphism.
Let $g, h \in G$ such that $\phi(g)=\phi(h)$.
Then $\lambda_{g}=\lambda_{h}$.
Let $x \in G$.
Then $\lambda_{g}(x)=\lambda_{h}(x)$, so $g x=h x$.
By the cancellation law for groups, we have $g=h$.
Thus, $\phi(g)=\phi(h)$ implies $g=h$, so $\phi$ is injective.

Let $\lambda_{g} \in G^{\prime}$.
Then by definition of $G^{\prime}, g \in G$.
Hence, there exists $g \in G$ such that $\phi(g)=\lambda_{g}$.
Therefore, $\phi$ is surjective.
Hence, $\phi$ is a bijective function.
Since $\lambda_{a b}=\lambda_{a} \lambda_{b}$ for all $a, b \in G$, then $\phi(a b)=\phi(a) \phi(b)$ for all $a, b \in G$.
Therefore, $\phi$ is a homomorphism.
Hence, $\phi$ is a bijective homomorphism, so $\phi: G \rightarrow G^{\prime}$ is an isomorphism.
Thus, $G \cong G^{\prime}$.
Corollary 50. Every finite group of order $n$ is isomorphic to a subgroup of $S_{n}$.
Proof. TODO

## Cycle notation for permutations

Proposition 51. inverse of a cycle
Let $\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ be a subset of a nonempty set $X$.
Let $\sigma$ be a $k$ cycle in the symmetric group on $X$.
If $\sigma=\left(a_{1} a_{2} \ldots a_{k}\right)$, then $\sigma^{-1}=\left(\begin{array}{llll}a_{k} & a_{k-1} & \ldots & a_{2}\end{array} a_{1}\right)$.
Proof. Suppose $\sigma=\left(\begin{array}{llll}a_{1} & a_{2} & \ldots & a_{k}\end{array}\right)$.
Let $i d$ be the identity permutation in the symmetric group on $X$.
Observe that

$$
\begin{aligned}
\sigma\left(a_{k} a_{k-1} \ldots a_{2} a_{1}\right) & =\left(a_{1} a_{2} \ldots a_{k}\right)\left(a_{k} a_{k-1} \ldots a_{2} a_{1}\right) \\
& =\left(a_{1}\right)\left(a_{2}\right) \ldots\left(a_{n-1}\right)\left(a_{k}\right) \\
& =i d \\
& =\left(a_{1}\right)\left(a_{2}\right) \ldots\left(a_{n-1}\right)\left(a_{k}\right) \\
& =\left(a_{k} a_{k-1} \ldots a_{2} a_{1}\right)\left(a_{1} a_{2} \ldots a_{k}\right) \\
& =\left(a_{k} a_{k-1} \ldots a_{2} a_{1}\right) \sigma .
\end{aligned}
$$

Hence, $\sigma\left(a_{k} a_{k-1} \ldots a_{2} a_{1}\right)=i d=\left(\begin{array}{llll}a_{k} & a_{k-1} & \ldots & a_{2} \\ a_{1}\end{array}\right) \sigma$, so $\left(a_{k} a_{k-1} \ldots a_{2} a_{1}\right)$ is the inverse of $\sigma$.

Therefore, $\left(a_{k} a_{k-1} \ldots a_{2} a_{1}\right)=\sigma^{-1}$.

## Proposition 52. order of a cycle

Let $k \in \mathbb{Z}^{+}$.
A cycle of length $k$ has order $k$.
Proof. Let $n \in \mathbb{Z}$ with $n \geq 2$.
Let $X=\{1,2, \ldots, n\}$.
Let $k \in \mathbb{Z}^{+}$such that $2 \leq k \leq n$.
Let $\sigma$ be a cycle of length $k$ in the symmetric group ( $S_{n}, \circ$ ).
Then $\sigma=\left(a_{1} a_{2} \ldots a_{k}\right)$.
Let $S=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ be a subset of $X$.
Then $\sigma\left(a_{i}\right)=a_{i}(\bmod k)+1$ for all $a_{i} \in S$ and $\sigma(x)=x$ for all $x \in X-S$.
Let $i d \in S_{n}$ be the identity permutation.

Let $x \in X$.
Then either $x \in S$ or $x \notin S$.
We consider these cases separately.
Case 1: Suppose $x \in S$.
Let $a_{1}$ be an arbitrary element of $S$.
Then $\sigma\left(a_{1}\right)=a_{2}$ and $\sigma\left(a_{2}\right)=a_{3}$ and $\sigma\left(a_{3}\right)=a_{4}$ and $\ldots$ and $\sigma\left(a_{k}\right)=a_{1}$.
Since $a_{1} \neq a_{2}$, then $\sigma \neq i d$.
Observe that $\sigma^{2}\left(a_{1}\right)=\sigma\left(\sigma\left(a_{1}\right)\right)=\sigma\left(a_{2}\right)=a_{3}$.
Since $a_{1} \neq a_{3}$, then $\sigma^{2} \neq i d$.
Observe that $\sigma^{3}\left(a_{1}\right)=\sigma^{2}\left(\sigma\left(a_{1}\right)\right)=\sigma^{2}\left(a_{2}\right)=\sigma\left(\sigma\left(a_{2}\right)\right)=\sigma\left(a_{3}\right)=a_{4}$.
Since $a_{1} \neq a_{4}$, then $\sigma^{3} \neq i d$.
We repeat this process.
Observe that $\sigma^{k-1}\left(a_{1}\right)=\sigma^{k-2}\left(\sigma\left(a_{1}\right)\right)=\sigma\left(a_{k-1}\right)=a_{k}$.
Since $a_{1} \neq a_{k}$, then $\sigma^{k-1} \neq i d$.
Observe that $\sigma^{k}\left(a_{1}\right)=\sigma^{k-1}\left(\sigma\left(a_{1}\right)\right)=\sigma\left(a_{k}\right)=a_{1}$.
Thus, $\sigma^{k}\left(a_{1}\right)=a_{1}$.
Since $a_{1}$ is arbitrary, then $\sigma^{k}(x)=x$ for all $x \in S$.
Since $\sigma \neq i d$ and $\sigma^{2} \neq i d$ and $\ldots$ and $\sigma^{k-1} \neq i d$, then $\sigma^{s} \neq i d$ for each $s$ with $s \in\{1,2, \ldots, k-1\}$.

Case 2: Suppose $x \notin S$.
Since $x \in X$ and $x \notin S$, then $x \in X-S$.
Thus, $\sigma(x)=x$.
Since $x$ is arbitrary, then $\sigma(x)=x$ for all $x \in X-S$.
Thus, $\sigma=i d$ for all $x \in X-S$.
In any group with identity $e, e^{t}=e$ for all $t \in \mathbb{Z}$.
Since $k \in \mathbb{Z}$, then this implies $i d^{k}=i d$, so $\sigma^{k}=i d$.
Hence, $\left(\sigma^{k}\right)(x)=x$ for all $x \in X-S$.
Since $\sigma^{k}(x)=x$ for all $x \in S$ and $\left(\sigma^{k}\right)(x)=x$ for all $x \in X-S$, then $\left(\sigma^{k}\right)(x)=x$ for all $x \in X$, so $\sigma^{k}=i d$.

Since $\sigma^{s} \neq i d$ for each $s$ with $s \in\{1,2, \ldots, k-1\}$ and $\sigma^{k}=i d$, then $k$ is the least positive integer such that $\sigma^{k}=i d$, so the order of $\sigma$ is $k$.

## Theorem 53. Disjoint cycles commute.

Let $\alpha$ and $\beta$ be disjoint cycles in the symmetric group on set $X$.
Then $\alpha \beta=\beta \alpha$.
Proof. Let $X$ be a nonempty set.
Let $\left(S_{X}, \circ\right)$ be the symmetric group on $X$.
Let $\alpha$ and $\beta$ be disjoint cycles in ( $S_{X}, \circ$ ).
Since $\alpha$ is a cycle, then there exist distinct $a_{1}, a_{2}, \ldots, a_{k} \in X$ for some integer $k \geq 2$ such that $\alpha=\left(a_{1} a_{2} \ldots a_{k}\right)$.

Since $\beta$ is a cycle, then there exist distinct $b_{1}, b_{2}, \ldots, b_{m} \in X$ for some integer $m \geq 2$ such that $\beta=\left(\begin{array}{llll}b_{1} & b_{2} & \ldots & b_{m}\end{array}\right)$.

Let $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ be a subset of $X$.

Let $B=\left\{b_{1}, b_{2}, \ldots, b_{m}\right\}$ be a subset of $X$.
Since $\alpha$ and $\beta$ are disjoint cycles, then $A$ and $B$ are disjoint sets, so $A \cap B=\emptyset$.
Since $\alpha$ is a cycle, then for every $x \in X, \alpha(x) \in A$ iff $x \in A$ and $\alpha(x)=x$ iff $x \notin A$.

Since $\beta$ is a cycle, then for every $x \in X, \beta(x) \in B$ iff $x \in B$ and $\beta(x)=x$ iff $x \notin B$.

To prove $\alpha \beta=\beta \alpha$, we must prove $(\alpha \beta)(x)=(\beta \alpha)(x)$ for all $x \in X$.
Let $x \in X$.
We must prove $(\alpha \beta)(x)=(\beta \alpha)(x)$.
Either $x \in A \cup B$ or $x \notin A \cup B$.
Thus, either $x \in A$ or $x \in B$ or $x$ is in neither $A$ nor in $B$.
We consider these cases separately.
Case 1: Suppose $x \in A$.
Since $x \in A$ iff $\alpha(x) \in A$, then $\alpha(x) \in A$.
Since $\alpha(x) \in A$ and $A$ and $B$ are disjoint, then $\alpha(x) \notin B$.
Since $\beta(\alpha(x))=\alpha(x)$ iff $\alpha(x) \notin B$, then $\beta(\alpha(x))=\alpha(x)$.
Since $x \in A$ and $A$ and $B$ are disjoint, then $x \notin B$.
Since $\beta(x)=x$ iff $x \notin B$, then $\beta(x)=x$.
Observe that

$$
\begin{aligned}
(\alpha \beta)(x) & =\alpha(\beta(x)) \\
& =\alpha(x) \\
& =\beta(\alpha(x)) \\
& =(\beta \alpha)(x)
\end{aligned}
$$

Therefore, $(\alpha \beta)(x)=(\beta \alpha)(x)$.
Case 2: Suppose $x \in B$.
Since $x \in B$ iff $\beta(x) \in B$, then $\beta(x) \in B$.
Since $\beta(x) \in B$ and $A$ and $B$ are disjoint, then $\beta(x) \notin A$.
Since $\alpha(\beta(x))=\beta(x)$ iff $\beta(x) \notin A$, then $\alpha(\beta(x))=\beta(x)$.
Since $x \in B$ and $A$ and $B$ are disjoint, then $x \notin A$.
Since $\alpha(x)=x$ iff $x \notin A$, then $\alpha(x)=x$.
Observe that

$$
\begin{aligned}
(\alpha \beta)(x) & =\alpha(\beta(x)) \\
& =\beta(x) \\
& =\beta(\alpha(x)) \\
& =(\beta \alpha)(x)
\end{aligned}
$$

Therefore, $(\alpha \beta)(x)=(\beta \alpha)(x)$.
Case 3: Suppose $x$ is in neither $A$ nor in $B$.
Then $x \notin A$ and $x \notin B$.
Since $x \notin A$ and $\alpha(x)=x$ iff $x \notin A$, then $\alpha(x)=x$.
Since $x \notin B$ and $\beta(x)=x$ iff $x \notin B$, then $\beta(x)=x$.

Observe that

$$
\begin{aligned}
(\alpha \beta)(x) & =\alpha(\beta(x)) \\
& =\alpha(x) \\
& =x \\
& =\beta(x) \\
& =\beta(\alpha(x)) \\
& =(\beta \alpha)(x) .
\end{aligned}
$$

Therefore, $(\alpha \beta)(x)=(\beta \alpha)(x)$.

Hence, in all cases $(\alpha \beta)(x)=(\beta \alpha)(x)$, as desired.

## Theorem 54. Cycle Decomposition Theorem

Every permutation of a nonempty finite set can be written as a finite product of disjoint cycles.

Proof. Define predicate $p(n)$ : every permutation of a set of size $n$ is a finite product of disjoint cycles.

We must prove $p(n)$ is true for all $n \in \mathbb{Z}^{+}$.
We prove $p(n)$ is true for all $n \in \mathbb{Z}^{+}$by strong induction.

## Basis:

Let $X=\{x\}$ be a set of size 1 .
The only permutation of $X$ is the identity map $i d: X \rightarrow X$ defined by $i d(x)=x$.

The identity map in cycle notation is the 1 cycle (1), so (1) is a single product of a cycle.

Hence, the only permutation of $X$ is a single product of a cycle.
Thus, every permutation of $X$ is a single product of a cycle, so every permutation of a set of size 1 is a single product of a cycle.

Therefore, $p(1)$ is true.

## Induction:

Let $m \in \mathbb{Z}^{+}$.
Suppose $p(k)$ is true for every $1 \leq k \leq m$.
Then $p(1)$ and $p(2)$ and $\ldots$ and $p(m)$ are true.
Thus, every permutation of a finite set of size between 1 and $m$ is a finite product of disjoint cycles.

To prove $p(m+1)$ is true, we must prove every permutation of a set of size $m+1$ is a finite product of disjoint cycles.

Let $\left(S_{m+1}, \circ\right)$ be the symmetric group on a set $X$ of size $m+1$.
Let $X=\{1,2, \ldots, m, m+1\}$.
Then $|X|=m+1$.

Let $\sigma$ be an arbitrary element of $S_{m+1}$.
Then $\sigma$ is an arbitrary permutation of $X$.
We must prove $\sigma$ can be written as a finite product of disjoint cycles.
Let $i d$ be the identity permutation in $S_{m+1}$.
Every element of a finite group has finite order.
Since $S_{m+1}$ is a finite group and $\sigma \in S_{m+1}$, then $\sigma$ has finite order.
Let $s$ be the order of $\sigma$.
Then $s$ is the least positive integer such that $\sigma^{s}=i d$.
Let $S=\left\{1, \sigma(1), \sigma^{2}(1), \sigma^{3}(1), \ldots, \sigma^{s-1}(1)\right\}$.
Then $S \subset X$ and $|S|=s$ and $\left(1 \sigma(1) \sigma^{2}(1) \ldots \sigma^{s-1}(1)\right)$ is a cycle of length $s$.

Since $X$ is finite and $|X|=m+1$ and $S \subset X$ and $|S|=s$, then either $s=m+1$ or $s<m+1$.

We consider these cases separately.
Case 1: Suppose $s=m+1$.
Then $S=\left\{1, \sigma(1), \sigma^{2}(1), \sigma^{3}(1), \ldots, \sigma^{m}(1)\right\}$.
Thus, $\sigma$ is the cycle $\left(1 \sigma(1) \sigma^{2}(1) \ldots \sigma^{m}(1)\right)$ of length $m+1$.
Therefore, $\sigma$ is a single product of a cycle.
Case 2: Suppose $s<m+1$.
Then $0<m+1-s$.
Since $X=S \cup(X-S)$ and $S$ and $X-S$ are disjoint sets, then

$$
\begin{aligned}
m+1 & =|X| \\
& =|S \cup(X-S)| \\
& =|S|+|X-S| \\
& =s+|X-S|
\end{aligned}
$$

Thus, $m+1=s+|X-S|$, so $|X-S|=m+1-s$.
Since $s$ is positive, then $s>0$, so $-s<0$.
Thus, $m+1-s<m+1$.
Therefore, $0<m+1-s$ and $m+1-s<m+1$, so $0<m+1-s<m+1$.
Hence, $1 \leq m+1-s \leq m$, so $1 \leq|X-S| \leq m$.
Consequently, $X-S$ is a set of size between 1 and $m$.
By the induction hypothesis, every permutation of $X-S$ is a finite product of disjoint cycles.

Let $\tau$ be an arbitrary permutation of the set $X-S$.
Then $\tau$ is a finite product of disjoint cycles.
Thus, there exists a positive integer $t$ such that $\tau=\tau_{1} \tau_{2} \ldots \tau_{t}$ and $\tau_{i}$ is a disjoint cycle for each $i \in\{1,2, \ldots, t\}$.

Since $S$ and $X-S$ are disjoint sets, then the cycles
$\left(1 \sigma(1) \sigma^{2}(1) \ldots \sigma^{s-1}(1)\right)$
and $\tau_{i}$ are disjoint for each $i \in\{1,2, \ldots, t\}$.
Hence, $\left(1 \sigma(1) \sigma^{2}(1) \ldots \sigma^{s-1}(1)\right), \tau_{1}, \tau_{2}, \ldots$, and $\tau_{t}$ are all disjoint cycles.

Observe that

$$
\begin{aligned}
\sigma & =\left(1 \sigma(1) \sigma^{2}(1) \ldots \sigma^{s-1}(1)\right) \tau \\
& =\left(1 \sigma(1) \sigma^{2}(1) \ldots \sigma^{s-1}(1)\right) \tau_{1} \tau_{2} \ldots \tau_{t}
\end{aligned}
$$

Thus, $\sigma$ is a finite product of disjoint cycles.

In all cases, $\sigma$ is a finite product of disjoint cycles, so every permutation of a set of size $m+1$ is a finite product of disjoint cycles.

Hence, $p(m+1)$ is true, so $p(1)$ and $p(2)$ and $\ldots$ and $p(m)$ imply $p(m+1)$.
Since $p(1)$ is true and the statements $p(1)$ and $p(2)$ and $\ldots$ and $p(m)$ imply $p(m+1)$, then by the principle of strong induction, $p(m)$ is true for all $m \in \mathbb{Z}^{+}$.

Therefore, every permutation of a set of size $n$ is a finite product of disjoint cycles for all $n \in \mathbb{Z}^{+}$.

Corollary 55. The order of a permutation is the least common multiple of the orders of its disjoint cycles.

Proof. Let $n \in \mathbb{Z}^{+}$.
Let $\sigma$ be a permutation in the symmetric group $\left(S_{n}, \circ\right)$.
Let $i d \in S_{n}$ be the identity permutation.
Every permutation in $S_{n}$ can be written as a finite product of disjoint cycles.
Thus, there exist a positive integer $k$ and disjoint cycles $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$ in $S_{n}$ such that $\sigma=\alpha_{1} \circ \alpha_{2} \circ \ldots \circ \alpha_{k}$.

Every element of a finite group has finite order.
Since $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}, \sigma \in S_{n}$ and $S_{n}$ is a finite group, then each of $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$, and $\sigma$ has a finite order.

Let $m_{1}$ be the finite order of $\alpha_{1}$ and let $m_{2}$ be the finite order of $\alpha_{2}$ and ... let $m_{k}$ be the finite order of $\alpha_{k}$ and let $m$ be the finite order of $\sigma$.

Since $\sigma$ has finite order $m$, then $m$ is the least positive integer such that $\sigma^{m}=i d$.

Disjoint cycles commute, so $\alpha_{i} \circ \alpha_{j}=\alpha_{j} \circ \alpha_{i}$ for each $1 \leq i, j \leq k$.
Hence,

$$
\begin{aligned}
i d & =\sigma^{m} \\
& =\left(\alpha_{1} \circ \alpha_{2} \circ \ldots \circ \alpha_{k}\right)^{m} \\
& =\alpha_{1}^{m} \circ \alpha_{2}^{m} \circ \ldots \circ \alpha_{k}^{m}
\end{aligned}
$$

Thus, $\sigma^{m}=i d$ iff $\alpha_{i}^{m}=i d$ for each $i \in\{1,2, \ldots, k\}$.
If an element $\alpha$ has finite order $m$, then $\alpha^{N}=i d$ iff $m \mid N$.
Thus, $\alpha_{1}^{m}=i d$ iff $m_{1} \mid m$ and $\alpha_{2}^{m}=i d$ iff $m_{2} \mid m$ and $\ldots$ and $\alpha_{k}^{m}=i d$ iff $m_{k} \mid m$.
Hence, $\alpha_{1}^{m}=i d$ and $\alpha_{2}^{m}=i d$ and $\ldots$ and $\alpha_{k}^{m}=i d$ iff $m_{1} \mid m$ and $m_{2} \mid m$ and $\ldots$ and $m_{k} \mid m$, so $m$ must be a common multiple of $m_{1}, m_{2}, \ldots, m_{k}$.

Since $m$ is the least positive integer such that $\sigma^{m}=i d$, then this implies $m$ must be the least common multiple of $m_{1}, m_{2}, \ldots, m_{k}$.

Therefore, $m=l c m\left(m_{1}, m_{2}, \ldots, m_{k}\right)$.

Proposition 56. Let $\tau$ be a $k$ cycle.
If $\sigma$ is a permutation, then $\sigma \tau \sigma^{-1}$ is a $k$ cycle.
Solution. To prove $\sigma \tau \sigma^{-1}$ is a $k$ cycle, let $\alpha=\sigma \tau \sigma^{-1}$.
We must prove there exists $b_{1}, b_{2}, \ldots, b_{k} \in X$ such that $\alpha\left(b_{1}\right)=b_{2}$ and $\alpha\left(b_{2}\right)=b_{3}$ and $\ldots$ and $\alpha\left(b_{k}\right)=b_{1}$ and for all other $x \in X, \alpha(x)=x$.

Since $\tau$ is a $k$ cycle, then there exist $a_{1}, a_{2}, \ldots, a_{k} \in X$ such that $\tau=$ $\left(a_{1}, a_{2}, \ldots, a_{k}\right)$.

Let $b_{1}=\sigma\left(a_{1}\right)$.
Proof. Let $X$ be a nonempty set. Let $\tau$ be a $k$ cycle. Then there exist distinct $a_{1}, a_{2}, \ldots, a_{k} \in X$ such that $\tau=\left(a_{1}, a_{2}, \ldots, a_{k}\right)$.

Let $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$. Then $A \subset X$.
Let $\sigma$ be an arbitrary permutation in $S_{X}$. Then $\sigma: X \rightarrow X$ is a bijective function. Thus, for every $x \in X, \sigma(x) \in X$. Hence, $\sigma\left(a_{i}\right) \in X$ for each $i \in\{1,2, \ldots, k\}$. Let $b_{i}=\sigma\left(a_{i}\right)$ for each $i \in\{1,2, \ldots, k\}$. Since $\sigma$ is injective, then $a_{i} \neq a_{j}$ implies $\sigma\left(a_{i}\right) \neq \sigma\left(a_{j}\right)$ for all $i, j \in\{1,2, \ldots, k\}$. Hence, for all $i, j \in\{1,2, \ldots, k\}$, if $a_{i} \neq a_{j}$, then $b_{i} \neq b_{j}$. Thus, each $b_{i}$ is distinct, so let $B=\left\{b_{1}, b_{2}, \ldots, b_{k}\right\}$.

Let $x \in X$. Either $x \in B$ or $x \notin B$.
Case 1: Suppose $x \in B$.
Let $i$ be an arbitrary positive integer such that $x=b_{i}$.
Observe that

$$
\begin{aligned}
\sigma \tau \sigma^{-1}\left(b_{i}\right) & =\sigma \tau\left(\sigma^{-1}\left(b_{i}\right)\right) \\
& =\sigma \tau\left(a_{i}\right) \\
& =\sigma\left(\tau\left(a_{i}\right)\right) \\
& =\sigma\left(a_{i}(\bmod k)+1\right) \\
& \left.=b_{i}(\bmod k)+1\right)
\end{aligned}
$$

Since $i$ is arbitrary, then $\left.\sigma \tau \sigma^{-1}\left(b_{i}\right)=b_{i}(\bmod k)+1\right)$ for all positive integers $i$.
Thus, in particular, $\sigma \tau \sigma^{-1}\left(b_{1}\right)=b_{2}$ and $\sigma \tau \sigma^{-1}\left(b_{2}\right)=b_{3}$ and $\ldots$ and $\sigma \tau \sigma^{-1}\left(b_{k}\right)=b_{k}(\bmod k)+1=b_{0+1}=b_{1}$.

Case 2: Suppose $x \notin B$.
Since $\sigma$ is bijective, then $\sigma$ is surjective. Hence, there exists $y \in X$ such that $\sigma(y)=x$. Thus, $\sigma(y) \notin B$. For every $x \in X, \sigma(x) \in B$ iff $x \in A$. Thus, for every $x \in X, \sigma(x) \notin B$ iff $x \notin A$. Hence, $\sigma(y) \notin B$ iff $y \notin A$. Therefore, $y \notin A$.

Observe that

$$
\begin{aligned}
\sigma \tau \sigma^{-1}(x) & =\sigma \tau \sigma^{-1}(\sigma(y)) \\
& =\left(\sigma \tau \sigma^{-1}\right)(\sigma(y)) \\
& =\left[\sigma \tau \sigma^{-1} \sigma\right](y) \\
& =\left[(\sigma \tau)\left(\sigma^{-1} \sigma\right)\right](y) \\
& =[(\sigma \tau)(i d)](y) \\
& =(\sigma \tau)(y) \\
& =\sigma(\tau(y)) \\
& =\sigma(y) \\
& =x .
\end{aligned}
$$

Therefore, if $x \notin B$, then $\sigma \tau \sigma^{-1}(x)=x$.
Since there exist $b_{1}, b_{2}, \ldots, b_{k} \in X$ such that $\sigma \tau \sigma^{-1}\left(b_{1}\right)=b_{2}$ and $\sigma \tau \sigma^{-1}\left(b_{2}\right)=$ $b_{3}$ and $\ldots$ and $\sigma \tau \sigma^{-1}\left(b_{k}\right)=b_{k}(\bmod k)+1=b_{0+1}=b_{1}$ and $\sigma \tau \sigma^{-1}(x)=x$ for all other $x$, then $\sigma \tau \sigma^{-1}$ is a cycle of length $k$.

## Parity of a permutation

## Theorem 57. A permutation is a product of transpositions

Every permutation of a finite set containing at least two elements can be written as a finite product of transpositions.

Proof. Let $n$ be a fixed integer greater than or equal to 2 .
Let $X$ be a set of $n$ elements.
Since $n \geq 2$, then $X$ is a nonempty finite set.
Let $\sigma: X \rightarrow X$ be an arbitrary permutation of $X$.
By the cycle decomposition theorem, every permutation of a nonempty finite set can be written as a finite product of disjoint cycles.

Since $\sigma$ is a permutation of $X$ and $X$ is a nonempty finite set, then $\sigma$ can be written as a finite product of disjoint cycles.

Hence, there exists a positive integer $m$ such that $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}$ are disjoint cycles and $\sigma=\alpha_{1} \alpha_{2} \ldots \alpha_{m}$.

To prove $\sigma$ can be written as a finite product of transpositions, we must prove an arbitrary cycle of $\sigma$ can be written as a finite product of transpositions.

Let $\tau$ be an arbitrary cycle of length $k$ in $\sigma$.
Then $k$ is a positive integer such that $\tau=\left(a_{1} a_{2} \ldots a_{k}\right)$ and $\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ is a subset of $X$.

Observe that

$$
\begin{aligned}
\left(a_{1} a_{2}\right)\left(a_{2} a_{3}\right)\left(a_{3} a_{4}\right) \ldots\left(a_{k-1} a_{k}\right) & =\left(a_{1} a_{2}\right)\left(a_{2} a_{3}\right) \ldots\left(a_{k-3} a_{k-2}\right)\left(a_{k-2} a_{k-1}\right)\left(a_{k-1} a_{k}\right) \\
& =\left(a_{1} a_{2}\right)\left(a_{2} a_{3}\right)\left(a_{3} a_{4}\right) \ldots\left(a_{k-3} a_{k-2}\right)\left(a_{k-2} a_{k-1} a_{k}\right) \\
& =\left(a_{1} a_{2}\right)\left(a_{2} a_{3}\right)\left(a_{3} a_{4}\right) \ldots\left(a_{k-3} a_{k-2} a_{k-1} a_{k}\right) \\
& =\left(a_{1} a_{2}\right)\left(a_{2} a_{3}\right)\left(a_{3} a_{4} \ldots a_{k-3} a_{k-2} a_{k-1} a_{k}\right) \\
& =\left(a_{1} a_{2}\right)\left(a_{2} a_{3} a_{4} \ldots a_{k-3} a_{k-2} a_{k-1} a_{k}\right) \\
& =\left(a_{1} a_{2} a_{3} a_{4} \ldots a_{k-3} a_{k-2} a_{k-1} a_{k}\right) \\
& =\tau .
\end{aligned}
$$

Hence, $\tau=\left(a_{1} a_{2} \ldots a_{k}\right)=\left(\begin{array}{ll}a_{1} & a_{2}\end{array}\right)\left(a_{2} a_{3}\right) \ldots\left(a_{k-1} a_{k}\right)$ is a product of $k-1$ transpositions.

Therefore, $\tau$ is a finite product of transpositions.

Since $\tau$ is an arbitrary cycle of $\sigma$, then every cycle of $\sigma$ is a finite product of transpositions.

Thus, each $\alpha_{i}$ for $i \in\{1,2, \ldots, m\}$ is a finite product of transpositions.
Since $\sigma=\alpha_{1} \alpha_{2} \ldots \alpha_{m}$, then this implies $\sigma$ is a finite product of transpositions.

## Lemma 58. Reduction Lemma

If the identity permutation id can be written as a product of $k$ transpositions, then id can be written as a product of $k-2$ transpositions.

Solution. The solution is a clever insight. We start with $e=\tau_{1} \tau_{2} \ldots \tau_{k}$, where each $\tau_{i}$ is a transposition.

Let $\tau_{1}$ and $\tau_{2}$ be two transpositions.
We observe that the product of $\tau_{1}$ and $\tau_{2}$ can be categorized as one of 4 possibilities:

1. $\tau_{1}=\tau_{2}$. So, if $\tau_{1}=(a, b)$, then $\tau_{2}=(a, b)$. And we know $(a, b)(a, b)=e$.
2. $\tau_{1}$ and $\tau_{2}$ are disjoint cycles. So, if $\tau_{1}=(a, b)$, let $\tau_{2}=(c, d)$. Since disjoint cycles commute, then we have $(a, b)(c, d)=(c, d)(a, b)$.

The other possibilities are when $\tau_{1}$ and $\tau_{2}$ share exactly one element in common.

Thus, if we let $\tau_{2}=(a, b)$, then $\tau_{1}=(a, c)$ or $\tau_{1}=(c, b)$.
3. If $\tau_{1}=(a, c)$ and $\tau_{2}=(a, b)$, then $(a, c)(a, b)=(a, b)(b, c)$.
4. If $\tau_{1}=(c, b)$ and $\tau_{2}=(a, b)$, then $(c, b)(a, b)=(a, c)(b, c)$.

The key insight is that we may reduce a product of $k$ transpositions for $e$ into a product of $k-2$ transpositions by moving a given element $a$ of a transposition to the left, preserving $e$. We see this after computing many different example products for $e$.

We keep moving $a$ to the left and either obtain scenario 1 in which we have two identical transpositions which cancel each other, resulting in $k-2$ transpositions or we end up with $k$ transpositions in which $a$ is the only element in the left most transposition, say $\tau_{1}$.

Proof. Let $X$ be a finite set of at least two elements. Let $i d$ be the identity permutation of $X$. Any permutation of a finite set containing at least two elements can be written as a finite product of transpositions. Therefore, id can be written as a finite product of transpositions. Hence, there exists a positive integer $k$ such that $\tau_{1}, \tau_{2}, \ldots, \tau_{k}$ are transpositions and $i d=\tau_{1} \tau_{2} \ldots \tau_{k}$.

We must prove $i d$ can be written as a product of $k-2$ transpositions.
Let $a, b, c, d$ be distinct elements of $X$. Let $\tau_{k}=(a, b)$. Since $(a, b)=(b, a)$, then we may arbitrarily choose either $a$ or $b$. Without loss of generality, choose $a$. The product of two transpositions either has no elements in common, or has exactly one element in common, or has exactly two elements in common.

Hence, there are 4 possible scenarios for the product $\tau_{k-1} \tau_{k}$.

1. identical cycles (two elements in common): $(a, b)(a, b)=i d$.
2. exactly one element in common $c:(a, c)(a, b)=(a, b)(b, c)$.
3. exactly one element in common $c:(c, b)(a, b)=(a, c)(b, c)$.
4. disjoint cycles (no elements in common): $(c, d)(a, b)=(a, b)(c, d)$.

If case 1 occurs, then we may delete $\tau_{k-1} \tau_{k}$ in the original product $i d=$ $\tau_{1} \tau_{2} \ldots \tau_{k}$. We then obtain $i d=\tau_{1} \tau_{2} \ldots \tau_{k-2}$, so $i d$ is a product of $k-2$ transpositions, as desired.

If one of the other 3 cases occurs, then we replace $\tau_{k-1} \tau_{k}$ with what appears on the right to obtain a new product of $k$ transpositions which equals $i d$ and for which the right most occurrence of $a$ is moved one transposition to the left.

Repeat this process. At each stage, either we cancel the 2 transpositions (case 1) so we're done, or we form a new product of $k$ transpositions in which $a$ has moved to the left by another transposition.

The process must terminate since there are a finite number of transpositions.
Suppose for the sake of contradiction that the process terminates and $i d$ is not the product of $k-2$ transpositions. Then $i d$ is the product of $k$ transpositions in which $a$ is in the left most transposition $\tau_{1}$. Thus, either $\tau_{1}=(a, b)$ or $\tau_{1}=(a, c)$. Hence, $\tau_{1}(a) \neq a$, Therefore, this product of $k$ transpositions maps $a$ to some element of $X$ other than $a$. Thus, this product of $k$ transpositions is not the identity map, which contradicts the statement that $i d$ equals this product.

Therefore, $i d$ must be the product of $k-2$ transpositions.

## Lemma 59. Even Identity Lemma

If the identity permutation is a product of $k$ transpositions, then $k$ is even.
Proof. Let $X$ be a finite set of at least two elements. Let $i d$ be the identity permutation of $X$. Any permutation of a finite set containing at least two elements can be written as a finite product of transpositions. Therefore, id can be written as a finite product of transpositions. Hence, there exists a positive integer $k$ such that $\tau_{1}, \tau_{2}, \ldots, \tau_{k}$ are transpositions and $i d=\tau_{1} \tau_{2} \ldots \tau_{k}$.

To prove $k$ is even, suppose for the sake of contradiction that $k$ is not even. Then $k$ is odd.

By the reduction lemma, if $i d$ can be written as a product of $k$ transpositions, then $i d$ can be written as a product of $k-2$ transpositions.

Since $i d$ is a product of $k$ transpositions, then it follows that $i d$ can be written as a product of $k-2$ transpositions.

Repeat this process. At each stage $i d$ is a product of 2 fewer transpositions. Since the difference between an odd number and 2 is odd, then the number of transpositions remains odd. Hence, id remains a product of an odd number of transpositions at each stage.

Since $k$ is finite, then this process must terminate.
Suppose the process terminates. Since $k$ is a positive integer and $i d$ must be the product of an odd number of transpositions, then $k=1$. Hence, $i d$ is a product of exactly one transposition. Thus, there exists a transposition equal to $i d$.

Let $\tau=(i, j)$ be a transposition of distinct elements $i$ and $j$ in $X$ such that $i d=\tau$. Then $i \neq j$ and $\tau(i)=j$. Hence, $\tau(i) \neq i$. Since $\tau=i d$, then $\tau(x)=x$ for all $x$. Hence, $\tau(i)=i$. Thus we have $\tau(i)=i$ and $\tau(i) \neq i$, a contradiction. Therefore, $k$ cannot be odd, so $k$ must be even.

## Theorem 60. Parity Theorem

If a permutation is a product of $k$ and $m$ transpositions, then either $k$ and $m$ are both even or $k$ and $m$ are both odd.

Solution. There are various proofs and approaches one can take. We take the approach to first prove a lemma: establish that identity permutation in $S_{n}$ can be expressed as an even number of transpositions (not odd) because this will make the proof easier.

We can right multiply by the inverse of each $\sigma$ in reverse order.
Proof. Let $n \in \mathbb{Z}^{+}$and $n \geq 2$. Let $\alpha$ be a permutation in the symmetric group $\left(S_{n}, \circ\right)$. Any permutation of a finite set containing at least two elements can be written as a finite product of transpositions. Since $S_{n}$ is a finite set, then $\alpha$ can be written as a finite product of transpositions. Let $k, m \in \mathbb{Z}^{+}$. Suppose $\alpha$ is a finite product of $k$ and $m$ transpositions. Then there exist transpositions $\tau_{1}, \tau_{2}, \ldots, \tau_{k}$ and $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}$ such that $\alpha=\tau_{1} \tau_{2} \ldots \tau_{k}$ and $\alpha=\sigma_{1} \sigma_{2} \ldots \sigma_{m}$.

Let $i d$ be the identity of $S_{n}$. Then $i d$ is the identity permutation and $i d=$ $\alpha \circ \alpha^{-1}$. Since the inverse of a sequence of transpositions is the composition of their inverses in reverse order, and since each transposition is its own inverse, then

$$
\begin{aligned}
i d & =\alpha \alpha^{-1} \\
& =\left(\tau_{1} \tau_{2} \ldots \tau_{k}\right) \circ\left(\sigma_{1} \sigma_{2} \ldots \sigma_{m}\right)^{-1} \\
& =\left(\tau_{1} \tau_{2} \ldots \tau_{k}\right) \circ\left(\sigma_{m}^{-1} \sigma_{m-1}^{-1} \ldots \sigma_{2}^{-1} \sigma_{1}^{-1}\right) \\
& =\left(\tau_{1} \tau_{2} \ldots \tau_{k}\right) \circ\left(\sigma_{m} \sigma_{m-1} \ldots \sigma_{1}\right) .
\end{aligned}
$$

Hence, the identity permutation is a product of $k+m$ transpositions. By the even identity lemma, if $i d$ is a product of $k+m$ transpositions, then $k+m$ is even. Thus, $k+m$ is even. The sum $k+m$ is even iff $k$ and $m$ are both even or both odd. Therefore, $k$ and $m$ are either both even or both odd, so $k$ and $m$ have the same parity.

Theorem 61. A cycle of even length is odd and a cycle of odd length is even.
Proof. Let $n \in \mathbb{Z}, n \geq 2$. Let $X=\{1,2, \ldots, n\}$. Let $k$ be a positive integer such that $2 \leq k \leq n$. Let $\sigma$ be a $k$ cycle. Then there exist $a_{1}, a_{2}, \ldots, a_{k} \in\{1,2, \ldots, k\}$ such that $\sigma=\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ and $\sigma(x)=x$ for all $x \in X-\{1,2, \ldots, k\}$.

Any permutation of a finite set containing at least two elements can be written as a finite product of transpositions. Thus, $\sigma$ is a finite product of transpositions. Observe that

$$
\begin{aligned}
\sigma & =\left(a_{1}, a_{2}, a_{3}, \ldots, a_{k}\right) \\
& =\left(a_{1}, a_{k}\right)\left(a_{1}, a_{k-1}\right) \cdots\left(a_{1}, a_{2}\right)
\end{aligned}
$$

Thus, $\sigma$ is a product of $k-1$ transpositions.
Either $k$ is even or $k$ is odd.
We consider these cases separately.
Case 1: Suppose $k$ is even.
Then $k-1$ is odd. Thus, $\sigma$ is a product of an odd number of transpositions. By the parity theorem, a permutation is either even or odd, but not both. Therefore, $\sigma$ must be odd.

Case 2: Suppose $k$ is odd.
Then $k-1$ is even. Thus, $\sigma$ is a product of an even number of transpositions. By the parity theorem, a permutation is either even or odd, but not both. Therefore, $\sigma$ must be even.

Theorem 62. The parity of a permutation is the same as the parity of its inverse.

Solution. This statement means: Let $\alpha$ be a permutation. Let $\alpha^{-1}$ be the inverse of $\alpha$. Then if $\alpha$ is even, then $\alpha^{-1}$ is even and if $\alpha$ is odd, then $\alpha^{-1}$ is odd.

Proof. Let $n$ be an integer greater than or equal to 2 . Let $\left(S_{n}, \circ\right)$ be the symmetric group of $n$ symbols. Let $\alpha$ be a permutation of $S_{n}$. Since $S_{n}$ is a group, then the inverse of $\alpha$ exists. Let $\alpha^{-1}$ be the inverse of $\alpha$.

Any permutation in $S_{n}$ can be written as a finite product of transpositions. Hence, $\alpha$ can be written as a finite product of transpositions. Thus, there exists a positive integer $k$ such that $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$ are transpositions and $\alpha=\alpha_{1} \alpha_{2} \cdots \alpha_{k}$. Observe that

$$
\begin{aligned}
\alpha^{-1} & =\left(\alpha_{1} \alpha_{2} \cdots \alpha_{k}\right)^{-1} \\
& =\alpha_{k}^{-1} \alpha_{k-1}^{-1} \cdots \alpha_{1}^{-1} \\
& =\alpha_{k} \alpha_{k-1} \cdots \alpha_{1} .
\end{aligned}
$$

Hence, $\alpha^{-1}$ is a product of $k$ transpositions. Since $\alpha$ is a product of $k$ transpositions, then $\alpha$ and $\alpha^{-1}$ are each a product of $k$ transpositions.

Either $k$ is even or $k$ is odd.
We consider these cases separately.

Case 1: Suppose $k$ is even.
Then $\alpha$ and $\alpha^{-1}$ are each a product of an even number of transpositions. By the parity theorem, a permutation is either even or odd, but not both. Therefore, $\alpha$ and $\alpha^{-1}$ are each even permutations. Hence, the parity of $\alpha$ is the same as the parity of $\alpha^{-1}$.

Case 2: Suppose $k$ is odd.
Then $\alpha$ and $\alpha^{-1}$ are each a product of an odd number of transpositions. By the parity theorem, a permutation is either even or odd, but not both. Therefore, $\alpha$ and $\alpha^{-1}$ are each odd permutations. Hence, the parity of $\alpha$ is the same as the parity of $\alpha^{-1}$.

Therefore, in all cases, $\alpha$ and $\alpha^{-1}$ have the same parity.
Theorem 63. The composition of two permutations of the same parity is even.
Proof. Let $n \in \mathbb{Z}^{+}, n \geq 2$. Let $\sigma, \tau \in S_{n}$ such that $\sigma$ and $\tau$ have the same parity. We must prove $\sigma \tau$ is an even permutation.

For $n \geq 2$, any permutation in ( $S_{n}, \circ$ ) can be written as a finite product of transpositions. Thus, $\sigma$ and $\tau$ each can be written as a finite product of transpositions. Hence, there exist positive integers $k$ and $m$ such that $\sigma=\sigma_{1} \sigma_{2} \cdots \sigma_{k}$ and for each $i \in\{1,2, \ldots, k\}, \sigma_{i}$ is a transposition and $\tau=\tau_{1} \tau_{2} \cdots \tau_{m}$ and for each $j \in\{1,2, \ldots, m\}, \tau_{j}$ is a transposition. Thus, $\sigma \tau=\left(\sigma_{1} \sigma_{2} \cdots \sigma_{k}\right)\left(\tau_{1} \tau_{2} \cdots \tau_{m}\right)$. Hence, $\sigma \tau$ is a product of $k+m$ transpositions.

Since $\sigma$ and $\tau$ have the same parity, then either $k$ and $m$ are both even or both odd.

We consider these cases separately.
Case 1: Suppose $k$ and $m$ are both even.
The sum of any two even integers is even. Hence, $k+m$ is even.
Case 2: Suppose $k$ and $m$ are both odd.
The sum of any two odd integers is even. Hence, $k+m$ is even.
Thus, in all cases $k+m$ is even. By the parity theorem, the parity of $\sigma \tau$ is either even or odd, but not both. Therefore, $\sigma \tau$ must be an even permutation.

Theorem 64. The composition of two permutations of opposite parity is odd.
Proof. Let $n \in \mathbb{Z}^{+}, n \geq 2$. Let $\sigma, \tau \in S_{n}$ such that $\sigma$ and $\tau$ have opposite parity. We must prove $\sigma \tau$ is an odd permutation.

For $n \geq 2$, any permutation in ( $S_{n}, \circ$ ) can be written as a finite product of transpositions. Thus, $\sigma$ and $\tau$ each can be written as a finite product of transpositions. Hence, there exist positive integers $k$ and $m$ such that $\sigma=$ $\sigma_{1} \sigma_{2} \cdots \sigma_{k}$ and for each $i \in\{1,2, \ldots, k\}, \sigma_{i}$ is a transposition and $\tau=\tau_{1} \tau_{2} \cdots \tau_{m}$ and for each $j \in\{1,2, \ldots, m\}, \tau_{j}$ is a transposition.

Thus, $\sigma \tau=\left(\sigma_{1} \sigma_{2} \cdots \sigma_{k}\right)\left(\tau_{1} \tau_{2} \cdots \tau_{m}\right)$. Hence, $\sigma \tau$ is a product of $k+m$ transpositions.

The sum of two integers of opposite parity is odd. Hence, $k+m$ is odd. By the parity theorem, the parity of $\sigma \tau$ is either even or odd, but not both. Therefore, $\sigma \tau$ must be an odd permutation.

Proposition 65. The function $S_{n} \rightarrow\{-1,1\}$ that assigns to each permutation of $S_{n}$ its signature is a group homomorphism.

Proof. Let $S_{n}$ be the symmetric group on $n$ symbols.
Let $f: S_{n} \rightarrow\{-1,1\}$ be defined by $f(\sigma)=\operatorname{sgn}(\sigma)$ for each $\sigma \in S_{n}$.
Let $\sigma \in S_{n}$. Then $f(\sigma)=\operatorname{sgn}(\sigma)$ and $\operatorname{sgn}(\sigma) \in\{-1,1\}$. Since any permutation is either even or odd, but not both, then $\operatorname{sgn}(\sigma)$ is either 1 or -1 , but not both. Hence, $\operatorname{sgn}(\sigma)$ is uniquely determined, so $f(\sigma)$ is unique. Thus, $f(\sigma)$ is unique for every $\sigma \in S_{n}$. Therefore, $f$ is a function.

Observe that $\{-1,1\}$ is a group under multiplication of integers.
Let $\alpha, \beta \in S_{n}$. Let $k=\operatorname{sgn}(\alpha)$ and $m=\operatorname{sgn}(\beta)$.
Since $\alpha, \beta$ are either even or odd we have 4 cases to consider.
Case 1: Suppose $\alpha, \beta$ are both even.
Then $\operatorname{sgn}(\alpha)=1$ and $\operatorname{sgn}(\beta)=1$. The composition of two permutations of the same parity is even. Hence, $\alpha \beta$ is even, so $\operatorname{sgn}(\alpha \beta)=1$.

Observe that

$$
\begin{aligned}
f(\alpha \beta) & =\operatorname{sgn}(\alpha \beta) \\
& =1 \\
& =(1)(1) \\
& =\operatorname{sgn}(\alpha) \operatorname{sgn}(\beta) \\
& =f(\alpha) f(\beta)
\end{aligned}
$$

Case 2: Suppose $\alpha, \beta$ are both odd.
Then $\operatorname{sgn}(\alpha)=-1$ and $\operatorname{sgn}(\beta)=-1$. The composition of two permutations of the same parity is even. Hence, $\alpha \beta$ is even, so $\operatorname{sgn}(\alpha \beta)=1$.

Observe that

$$
\begin{aligned}
f(\alpha \beta) & =\operatorname{sgn}(\alpha \beta) \\
& =1 \\
& =(-1)(-1) \\
& =\operatorname{sgn}(\alpha) \operatorname{sgn}(\beta) \\
& =f(\alpha) f(\beta)
\end{aligned}
$$

Case 3: Suppose $\alpha$ is even and $\beta$ is odd.
Then $\operatorname{sgn}(\alpha)=1$ and $\operatorname{sgn}(\beta)=-1$. The composition of two permutations of opposite parity is odd. Hence, $\alpha \beta$ is odd, so $\operatorname{sgn}(\alpha \beta)=-1$.

Observe that

$$
\begin{aligned}
f(\alpha \beta) & =\operatorname{sgn}(\alpha \beta) \\
& =-1 \\
& =(1)(-1) \\
& =\operatorname{sgn}(\alpha) \operatorname{sgn}(\beta) \\
& =f(\alpha) f(\beta) .
\end{aligned}
$$

Case 4: Suppose $\alpha$ is odd and $\beta$ is even.
Then $\operatorname{sgn}(\alpha)=-1$ and $\operatorname{sgn}(\beta)=1$. The composition of two permutations of opposite parity is odd. Hence, $\alpha \beta$ is odd, so $\operatorname{sgn}(\alpha \beta)=-1$.

Observe that

$$
\begin{aligned}
f(\alpha \beta) & =\operatorname{sgn}(\alpha \beta) \\
& =-1 \\
& =(-1)(1) \\
& =\operatorname{sgn}(\alpha) \operatorname{sgn}(\beta) \\
& =f(\alpha) f(\beta) .
\end{aligned}
$$

Therefore, in all cases, $f(\alpha \beta)=f(\alpha) f(\beta)$. Hence, $f$ is a group homomorphism.

Theorem 66. Let $\left(S_{n}, \circ\right)$ be the symmetric group on $n$ symbols.
Let $A_{n}=\left\{\sigma \in S_{n}: \sigma\right.$ is an even permutation $\}$.
Then $A_{n}<S_{n}$.
Solution. To prove $A_{n}$ is a subgroup of $S_{n}$, we use the finite subgroup test:
Thus, we prove:

1. $A_{n}$ is closed under $\circ$ of $S_{n}:\left(\forall \alpha, \beta \in A_{n}\right)\left(\alpha \beta \in A_{n}\right)$.
2. $A_{n} \neq \emptyset$. We prove this by proving $e \in A_{n}$, where $e \in S_{n}$ is identity map on a set of $n$ symbols.

Proof. Observe that $A_{n} \subset S_{n}$. Since $\left|S_{n}\right|=n!$, then $S_{n}$ is finite. Every subset of a finite set is finite. Hence, $A_{n}$ is finite.

Let $i d$ be the identity permutation in $S_{n}$. Since $i d$ is an even permutation, then $i d \in A_{n}$. Hence, $A_{n}$ is not empty.

Thus, $A_{n}$ is a nonempty finite subset of $S_{n}$.
To prove $A_{n}<S_{n}$, we prove $A_{n}$ is closed under $\circ$ of $S_{n}$.
Let $\alpha, \beta \in A_{n}$. Then $\alpha, \beta \in S_{n}$ and $\alpha$ and $\beta$ are even. Thus, $\alpha$ and $\beta$ have the same parity. Let $\alpha \beta$ be the composition of $\alpha$ and $\beta$. By closure of the symmetric group $S_{n}$, we have $\alpha \beta \in S_{n}$. The composition of two permutations of the same parity is even. Hence, $\alpha \beta$ is even. Since $\alpha \beta \in S_{n}$ and $\alpha \beta$ is even, then $\alpha \beta \in A_{n}$. Therefore, $A_{n}$ is closed under $\circ$ of $S_{n}$.

Thus, by the finite subgroup test, $A_{n}<S_{n}$.
Theorem 67. For $n \geq 2$, the number of even permutations in $S_{n}$ equals the number of odd permutations.

Moreover, the order of $A_{n}$ is $\frac{n!}{2}$.
Solution. Let $\sigma \in S_{n}$. Then $\sigma$ is either an even permutation or an odd permutation, but not both, by the parity theorem. Hence, the set of even permutations is disjoint from the set of odd permutations, and the collection of even and odd permutations forms a partition of $S_{n}$. To prove the number of even permutations equals the number of odd permutations, we must prove $\left|A_{n}\right|=\left|\overline{A_{n}}\right|$. Hence, we must devise a bijection between $A_{n}$ and $\overline{A_{n}}$.

How do we devise a bijective function? After working thru examples, such as $S_{1}, S_{2}, S_{3}, S_{4}$ we see that there does not exist an obvious pattern between a given even permutation and an odd permutation.

However, the key insight is to use the left or right representation of $A_{n}$ just as was done in the proof of Cayley's theorem.

Thus, let $\phi(\sigma)=\tau \sigma$ be a function from $A_{n}$ to $\overline{A_{n}}$ for a fixed $\tau \in S_{n}$. We must prove $\phi$ is one to one and onto.

Also, we note that if $n=1$, then $S_{1}=\{i d\}$. Since $i d$ is even, then there is exactly one even permutation in $S_{1}$. However, there are no odd permutations in $S_{1}$. That's why we restrict $n$ to $n \geq 2$.

Proof. Let $n$ be an integer greater than or equal to 2 .
Let $X=\{1,2, \ldots, n\}$.
Let $\left(S_{n}, \circ\right)$ be the symmetric group on $n$ symbols.
Then $S_{n}=\{\sigma: \sigma$ is a permutation of $X\}$.
Let $i d$ be the identity element of $S_{n}$. Then $i d: X \rightarrow X$ is the identity permutation and $i d$ is even.

Let $A$ be the set of all even permutations of $S_{n}$. Then $A=\left\{\sigma \in S_{n}\right.$ : $\sigma$ is even.\}.

Let $B$ be the set of all odd permutations of $S_{n}$. Then $B=\left\{\sigma \in S_{n}\right.$ : $\sigma$ is odd.\}.

Thus, $A \subset S_{n}$ and $B \subset S_{n}$ and $A \cup B \subset S_{n}$.
Let $P=\{A, B\}$.
We prove $P$ is a partition of $S_{n}$.
Since $i d \in S_{n}$ and $i d$ is even, then $i d \in A$. Hence, $A \neq \emptyset$.
Since $n \geq 2$, then a transposition exists in $S_{n}$. Let $\tau$ be a transposition in $S_{n}$. Since $\tau \in S_{n}$ and $\tau$ is odd, then $\tau \in B$. Hence, $B \neq \emptyset$.

We prove $A \cup B=S_{n}$.
Let $\sigma \in S_{n}$. By the parity theorem, either $\sigma$ is even or odd, but not both even and odd. Hence, either $\sigma \in A$ or $\sigma \in B$ but $\sigma \notin A \cap B$. Thus, $\sigma \in A \cup B$ and $\sigma \notin A \cap B$.

Therefore $\sigma \in S_{n}$ implies $\sigma \in A \cup B$, so $S_{n} \subset A \cup B$.
Since $A \cup B \subset S_{n}$ and $S_{n} \subset A \cup B$, then $A \cup B=S_{n}$.
Since $\sigma$ is arbitrary, then $\sigma \notin A \cap B$ for all $\sigma \in S_{n}$. Hence, there does not exist $\sigma \in S_{n}$ such that $\sigma \in A \cap B$. Therefore, $A \cap B=\emptyset$.

Thus, $P$ is a partition of $S_{n}$.
To prove $|A|=|B|$, we must prove there exists a bijective function $f: A \rightarrow$ $B$.

Let $\lambda_{\tau}: A \rightarrow B$ be defined by $\lambda_{\tau}(\sigma)=\tau \sigma$ for all $\sigma \in A$.
Let $\sigma \in A$. Then $\sigma \in S_{n}$ and $\sigma$ is even.
By closure of $S_{n}$ under $\circ$, we have $\tau \sigma \in S_{n}$. Since $\sigma$ is even and $\tau$ is odd, then $\sigma$ and $\tau$ have opposite parity. The composition of permutations of opposite parity is odd. Hence, $\tau \sigma$ is odd. Since $\tau \sigma \in S_{n}$ and $\tau \sigma$ is odd, then $\tau \sigma \in B$.

Since $\sigma, \tau \in S_{n}$ and $\circ$ is a binary operation on $S_{n}$, then the product $\tau \sigma$ is unique.

Therefore, $\tau \sigma \in B$ and is unique, so $\lambda_{\tau}(\sigma) \in B$ is unique.

Thus, $\lambda$ is a function.
We prove $\lambda$ is injective. Let $\sigma_{1}, \sigma_{2} \in S_{n}$ such that $\lambda_{\tau}\left(\sigma_{1}\right)=\lambda_{\tau}\left(\sigma_{2}\right)$. Then $\tau \sigma_{1}=\tau \sigma_{2}$. Since $\tau \in B$ and $B \subset S_{n}$, then $\tau \in S_{n}$. Since $\tau, \sigma_{1}, \sigma_{2} \in S_{n}$ and $S_{n}$ is a group, we apply the cancellation law to obtain $\sigma_{1}=\sigma_{2}$. Therefore, $\lambda_{\tau}\left(\sigma_{1}\right)=\lambda_{\tau}\left(\sigma_{2}\right)$ implies $\sigma_{1}=\sigma_{2}$, so $\lambda$ is injective.

We prove $\lambda$ is surjective. Let $\beta$ be an arbitrary element of $B$. We must find some $\alpha \in A$ such that $\phi(\alpha)=\beta$.

Let $\alpha=\tau \beta$.
Since $\tau, \beta \in S_{n}$ and $S_{n}$ is closed under $\circ$, then $\tau \beta \in S_{n}$.
Since $\tau$ and $\beta$ are odd permutations, then $\tau$ and $\beta$ have the same parity. The composition of two permutations of the same parity is even. Therefore, $\tau \beta$ is even.

Since $\tau \beta \in S_{n}$ and $\tau \beta$ is even, then $\tau \beta \in A$.
Hence, $\alpha \in A$. Observe that

$$
\begin{aligned}
\lambda_{\tau}(\alpha) & =\lambda_{\tau}(\tau \beta) \\
& =\tau(\tau \beta) \\
& =(\tau \tau) \beta \\
& =i d \beta \\
& =\beta .
\end{aligned}
$$

Therefore, $\lambda$ is surjective.
Since $\lambda$ is injective and surjective, then $\lambda_{\tau}: A \rightarrow B$ is bijective. Thus, $\lambda_{\tau}: A \rightarrow B$ is a bijective function, so $|A|=|B|$.

Observe that

$$
\begin{aligned}
n! & =\left|S_{n}\right| \\
& =|A \cup B| \\
& =|A|+|B|-|A \cap B| \\
& =|A|+|A|-|\emptyset| \\
& =2 *|A|-0 \\
& =2|A| .
\end{aligned}
$$

Therefore, $|A|=\frac{n!}{2}$. Since $A_{n}=A$, then $\left|A_{n}\right|=|A|=\frac{n!}{2}$, so $\left|A_{n}\right|=\frac{n!}{2}$.

## Symmetry groups

Theorem 68. The set of all geometric transformations of $n$ dimensional space is a group under function composition.

Proof. Let $n$ be a positive integer. Let $X=\mathbb{R}^{n}$ be an $n$ dimensional vector space. Since $(0,0, \ldots, 0) \in \mathbb{R}^{n}$, then $\mathbb{R}^{n} \neq \emptyset$. Let $S_{X}$ be the set of all geometric transformations of $\mathbb{R}^{n}$. Then $S_{X}$ is the set of all bijective maps from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$. Hence, $S_{X}$ is the set of all permutations of $\mathbb{R}^{n}$. Let $\circ$ be function composition on $S_{X}$. Then ( $S_{X}, \circ$ ) is the symmetric group on $\mathbb{R}^{n}$.

Theorem 69. The set of all bijective isometries of 2 dimensional space is a subgroup of $\operatorname{Sym}\left(\mathbb{R}^{2}\right)$.

Proof. Let $\mathbb{R}^{2}$ be 2 dimensional space. Let $\operatorname{Sym}\left(\mathbb{R}^{2}\right)$ be the symmetric group on $\mathbb{R}^{2}$ under function composition o. Then $\operatorname{Sym}\left(\mathbb{R}^{2}\right)$ is the group of all permutations of $\mathbb{R}^{2}$. Hence, $\operatorname{Sym}\left(\mathbb{R}^{2}\right)$ is the set of all bijective maps from $\mathbb{R}^{2}$ onto $\mathbb{R}^{2}$.

Let $S$ be the set of all bijective isometries of $\mathbb{R}^{2}$.
Then $S=\left\{\alpha \mid \alpha: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}\right.$ is a bijective isometry $\}$.
We must prove $(S, \circ)$ is a subgroup of $\operatorname{Sym}\left(\mathbb{R}^{2}\right)$.
Let $\alpha \in S$. Then $\alpha: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a bijective isometry. Hence, $\alpha$ is a bijective function, so $\alpha \in \operatorname{Sym}\left(\mathbb{R}^{2}\right)$. Thus, $\alpha \in S$ implies $\alpha \in \operatorname{Sym}\left(\mathbb{R}^{2}\right)$, so $S \subset \operatorname{Sym}\left(\mathbb{R}^{2}\right)$.

Let $i d$ be the identity of $\operatorname{Sym}\left(\mathbb{R}^{2}\right)$. Then $i d: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is the identity map and $i d(P)=P$ for every point $P \in \mathbb{R}^{2}$. Since the identity map is bijective, then $i d$ is bijective.

We prove $i d$ is an isometry. Let $P, Q \in \mathbb{R}^{2}$. Let $d(P, Q)$ be the distance between points $P$ and $Q$ in $\mathbb{R}^{2}$. Then $d(i d(P), i d(Q))=d(P, Q)$. Hence, $i d$ is an isometry. Since $i d$ is a bijective isometry, then $i d \in S$.

Let $\alpha, \beta \in S$. Then $\alpha: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $\beta: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ are bijective isometries.
We prove $\beta \alpha$ is an isometry.
Let $P, Q \in \mathbb{R}^{2}$. Since $\alpha$ is an isometry, then the distance between the images of $P$ and $Q$ under $\alpha$ equals the distance between $P$ and $Q$. Hence, $d(\alpha(P), \alpha(Q))=d(P, Q)$.

Since $\beta$ is an isometry, then the distance between the images of $\alpha(P)$ and $\alpha(Q)$ under $\beta$ equals the distance between $\alpha(P)$ and $\alpha(Q)$. Hence, $d(\beta(\alpha(P)), \beta(\alpha(Q)))=$ $d(\alpha(P), \alpha(Q))$.

Therefore, by transitivity of equality, we have
$d(\beta(\alpha(P)), \beta(\alpha(Q)))=d(P, Q)$.
Thus, $d((\beta \alpha)(P),(\beta \alpha)(Q))=d(P, Q)$. Hence, the distance between the images of $P$ and $Q$ under $\beta \alpha$ equals the distance between $P$ and $Q$. Therefore, $\beta \alpha$ is an isometry.

The composition of bijections is a bijection. Hence, $\beta \alpha$ is a bijection, so $\beta \alpha$ is bijective. Since $\beta \alpha$ is a bijective isometry, then $\beta \alpha \in S$.

Therefore, $S$ is closed under function composition.
Let $\alpha \in S$. Then $\alpha: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a bijective isometry. Let $\alpha^{-1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the inverse of $\alpha$ in $\operatorname{Sym}\left(\mathbb{R}^{2}\right)$. Then $\alpha \alpha^{-1}=\alpha^{-1} \alpha=i d$, so $\left(\alpha^{-1}\right)^{-1}=\alpha$. Thus, $\alpha^{-1}$ is invertible. A map is invertible iff it is bijective. Hence, $\alpha^{-1}$ is bijective.

To prove $\alpha^{-1} \in S$, we must prove $\alpha^{-1}$ is an isometry. To prove $\alpha^{-1}$ is an isometry, let $P, Q \in \mathbb{R}^{2}$ be arbitrary.

We must prove $d\left(\alpha^{-1}(P), \alpha^{-1}(Q)\right)=d(P, Q)$.
Since $\alpha$ is bijective, then $\alpha$ is surjective. Hence, there exist points $A, B \in \mathbb{R}^{2}$ such that $\alpha(A)=P$ and $\alpha(B)=Q$.

Observe that

$$
\begin{aligned}
d\left(\alpha^{-1}(P), \alpha^{-1}(Q)\right. & =d(A, B) \\
& =d(\alpha(A), \alpha(B)) \\
& =d(P, Q)
\end{aligned}
$$

Hence, $\alpha^{-1}$ is an isometry. Since $\alpha^{-1}$ is a bijective isometry, then $\alpha^{-1} \in S$. Thus, $S$ is closed under taking inverses.

Therefore, $S$ is a subgroup of $\operatorname{Sym}\left(\mathbb{R}^{2}\right)$.
Theorem 70. The set of all symmetries of a regular $n$-gon in $\mathbb{R}^{2}$ under function composition is a subgroup of the isometry group of $\mathbb{R}^{2}$.

Proof. Let $\left(\operatorname{Iso}\left(\mathbb{R}^{2}\right), \circ\right)$ be the isometry group of $\mathbb{R}^{2}$.
Then Iso $=\left\{\sigma \mid \sigma: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}\right.$ is a bijective isometry $\}$.
Let $X$ be a regular $n$ - gon in $\mathbb{R}^{2}$.
Then $X \subset \mathbb{R}^{2}$.
Let $G$ be the set of all symmetries of a regular $n$-gon.
Then $G=\left\{\sigma: \sigma(\right.$ is a symmetry of $X\}=\left\{\sigma: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2} \in \operatorname{Iso}\left(\mathbb{R}^{2}\right) \mid \sigma(X)=\right.$ $X\}$.

Observe that $G \subset I \operatorname{so}\left(\mathbb{R}^{2}\right)$.
We apply the subgroup test.
Let $i d$ be the identity element of $\operatorname{Iso}\left(\mathbb{R}^{2}\right)$. Then $i d: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is the identity map and $i d \in I s o\left(\mathbb{R}^{2}\right)$ and $i d(P)=P$ for all points $P \in \mathbb{R}^{2}$.

Let $p \in X$. Since $X \subset \mathbb{R}^{2}$, then $p \in \mathbb{R}^{2}$. Hence, $i d(p)=p$. Since $p$ is arbitrary, then $i d(p)=p$ for all points $p \in X$. Hence, $i d(X)=X$.

Since $i d \in \operatorname{Iso}\left(\mathbb{R}^{2}\right)$ and $i d(X)=X$, then $i d \in G$. Therefore the identity of $\operatorname{Iso}\left(\mathbb{R}^{2}\right)$ is in $G$.

Let $\alpha, \beta \in G$. Then $\alpha$ and $\beta$ are symmetries of $X$. Hence, $\alpha: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a bijective isometry such that $\alpha(X)=X$ and $\beta: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a bijective isometry such that $\beta(X)=X$. Since $\alpha, \beta \in G$ and $G \subset \operatorname{Iso}\left(\mathbb{R}^{2}\right)$, then $\alpha, \beta \in \operatorname{Iso}\left(\mathbb{R}^{2}\right)$. By closure of $\operatorname{Iso}\left(\mathbb{R}^{2}\right)$ under $\circ, \alpha \beta \in \operatorname{Iso}\left(\mathbb{R}^{2}\right)$.

Observe that

$$
\begin{aligned}
(\alpha \beta)(X) & =\alpha(\beta(X)) \\
& =\alpha(X) \\
& =X
\end{aligned}
$$

Hence, $(\alpha \beta)(X)=X$.
Since $\alpha \beta \in I \operatorname{so}\left(\mathbb{R}^{2}\right)$ and $(\alpha \beta)(X)=X$, then $\alpha \beta \in G$. Therefore, $G$ is closed under $\circ$.

Let $\alpha \in G$. Then $\alpha: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a bijective isometry such that $\alpha(X)=X$.
Let $\alpha^{-1}$ be the inverse of $\alpha \in \operatorname{Iso}\left(\mathbb{R}^{2}\right)$. Then $\alpha^{-1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a bijective isometry. Since $\alpha(X)=X$ and $\alpha^{-1}$ is the inverse of $\alpha$, then $\alpha^{-1}(X)=X$. Since $\alpha^{-1} \in I s o\left(\mathbb{R}^{2}\right)$ and $\alpha^{-1}(X)=X$, then $\alpha^{-1} \in G$.

Therefore, $(G, \circ)$ is a subgroup of $\left(\operatorname{Iso}\left(\mathbb{R}^{2}\right), \circ\right)$.

Theorem 71. ( $D_{n}, \circ$ ) is isomorphic to a subgroup of $\left(S_{n}, \circ\right)$.
Solution. We first construct a set $H$ that is a subset of $S_{n}$ and show that $H<S_{n}$. Then we show that $D_{n} \cong H$.

Proof. Let $f: D_{n} \rightarrow S_{n}$ be defined by $f(\alpha)=\beta$ for all $\alpha \in D_{n}$, where $\beta$ is the unique permutation of the $n$ vertices of the regular $n$-gon associated with the symmetry $\alpha$. Clearly, $f$ is a function. Since each distinct symmetry corresponds to a distinct permutation, then $f$ is injective.

Let $H$ be the set of all permutations of the $n$ vertices associated with each symmetry of $D_{n}$. Then $H=\left\{f(\alpha) \in S_{n}: \alpha \in D_{n}\right\}$. Hence, $H \subset S_{n}$.

We prove $H<S_{n}$. Let $i d$ be the identity symmetry in $D_{n}$. Then $f(i d)=(1)$, the identity permutation in $S_{n}$, so $(1) \in H$. Hence, $H$ is not empty.

Every subset of a finite set is finite. Thus, $H$ is finite since $S_{n}$ is finite. Hence, $H$ is a nonempty finite subset of $S_{n}$.

Let $\sigma, \tau \in H$. Then $\sigma=f(\alpha)$ for some $\alpha \in D_{n}$ and $\tau=f(\beta)$ for some $\beta \in D_{n}$. Multiplication of $\sigma$ and $\tau$ in $H$ corresponds to multiplication of $\alpha$ and $\beta$ in $D_{n}$. Thus, $\sigma \tau=f(\alpha \beta)$. Since $D_{n}$ is closed under function composition, then $\alpha \beta \in D_{n}$. Hence, there exists $\alpha \beta \in D_{n}$ such that $f(\alpha \beta)=\sigma \tau$, so $\sigma \tau \in H$. Therefore, $H$ is closed under function composition.

Thus, by the finite subgroup test, $H<S_{n}$.
Let $\phi$ be the restriction of $f$ to $H$. Then $\phi: D_{n} \rightarrow H$ is a function defined by $\phi(\alpha)=f(\alpha)$ for all $\alpha \in D_{n}$.

Let $\beta \in H$. Then there exists $\alpha \in D_{n}$ such that $f(\alpha)=\beta$. Observe that $\phi(\alpha)=f(\alpha)=\beta$. Hence, there exists $\alpha \in D_{n}$ such that $\phi(\alpha)=\beta$, so $\phi$ is surjective.

Let $\alpha, \beta \in D_{n}$ such that $\phi(\alpha)=\phi(\beta)$. Then $f(\alpha)=f(\beta)$. Since $f$ is injective, then $\alpha=\beta$. Hence, $\phi(\alpha)=\phi(\beta)$ implies $\alpha=\beta$, so $\phi$ is injective. Thus, $\phi$ is bijective.

Let $\alpha, \beta \in D_{n}$ such that $\phi(\alpha)=\sigma$ and $\phi(\beta)=\tau$. Then $\sigma, \tau \in H$ since $\phi$ is a function. Multiplication of $\sigma$ and $\tau$ in $H$ corresponds to multiplication of $\alpha$ and $\beta$ in $D_{n}$. Thus, $\sigma \tau=f(\alpha \beta)$.

Observe that

$$
\begin{aligned}
\phi(\alpha \beta) & =f(\alpha \beta) \\
& =\sigma \tau \\
& =\phi(\alpha) \phi(\beta)
\end{aligned}
$$

Therefore, $\phi$ is a homomorphism, so $\phi$ is a bijective homomorphism. Thus, $\phi: D_{n} \rightarrow H$ is an isomorphism, so $D_{n} \cong H$.

## Cosets

Theorem 72. Let $H$ be a subgroup of a group $G$. Define relation $\sim_{L}$ on $G$ for every $a, b \in G$ by $a \sim_{L} b$ iff $a^{-1} b \in H$ and $a \sim_{R} b$ iff $a b^{-1} \in H$. Then $\sim_{L}$ and $\sim_{R}$ are equivalence relations on $G$.

Solution. To prove $\sim_{L}$ and $\sim_{R}$ are equivalence relations, we must prove each relation is reflexive, symmetric, and transitive.

Proof. Let $a, b$, and $c$ be arbitrary elements of $G$.
We prove $\sim_{L}$ is reflexive. Observe that $a^{-1} a=e \in G$. Since $H$ is a subgroup of $G$, then $e \in H$. Hence, $a^{-1} a \in H$, so $a \sim_{L} a$. Therefore, $\sim_{L}$ is reflexive.

We prove $\sim_{L}$ is symmetric. Suppose $a \sim_{L} b$. Then $a^{-1} b \in H$. Since $H$ is a group, then the inverse of $a^{-1} b$ is in $H$. Hence, $\left(a^{-1} b\right)^{-1}=b^{-1}\left(a^{-1}\right)^{-1}=$ $b^{-1} a \in H$. Thus, $b \sim_{L} a$, so $\sim_{L}$ is symmetric.

We prove $\sim_{L}$ is transitive. Suppose $a \sim_{L} b$ and $b \sim_{L} c$. Then $a^{-1} b \in H$ and $b^{-1} c \in H$. Since $H$ is closed under $\cdot$, then $\left(a^{-1} b\right)\left(b^{-1} c\right) \in H$. Hence, $\left(a^{-1} b\right)\left(b^{-1} c\right)=a^{-1}\left(b b^{-1}\right) c=a^{-1} e c=a^{-1} c \in H$. Therefore, $a \sim_{L} c$, so $\sim_{L}$ is transitive.

Since $\sim_{L}$ is reflexive, symmetric, and transitive on $G$, then $\sim_{L}$ is an equivalence relation on $G$.

We prove $\sim_{R}$ is reflexive. Observe that $a a^{-1}=e \in G$. Since $H$ is a subgroup of $G$, then $e \in H$. Hence, $a a^{-1} \in H$, so $a \sim_{R} a$. Therefore, $\sim_{R}$ is reflexive.

We prove $\sim_{R}$ is symmetric. Suppose $a \sim_{R} b$. Then $a b^{-1} \in H$. Since $H$ is a group, then the inverse of $a b^{-1}$ is in $H$. Hence, $\left(a b^{-1}\right)^{-1}=\left(b^{-1}\right)^{-1} a^{-1}=$ $b a^{-1} \in H$. Thus, $b \sim_{R} a$, so $\sim_{R}$ is symmetric.

We prove $\sim_{R}$ is transitive. Suppose $a \sim_{R} b$ and $b \sim_{R} c$. Then $a b^{-1} \in H$ and $b c^{-1} \in H$. Since $H$ is closed under $\cdot$, then $\left(a b^{-1}\right)\left(b c^{-1}\right) \in H$. Hence, $\left(a b^{-1}\right)\left(b c^{-1}\right)=a\left(b^{-1} b\right) c^{-1}=a e c^{-1}=a c^{-1} \in H$. Therefore, $a \sim_{R} c$, so $\sim_{R}$ is transitive.

Since $\sim_{R}$ is reflexive, symmetric, and transitive on $G$, then $\sim_{R}$ is an equivalence relation on $G$.

Theorem 73. Let $H$ be a subgroup of $G$. Let $a, b \in G$. Then the following are equivalent:

1. $a^{-1} b \in H$.
2. $(\exists h \in H)(a=b h)$.
3. $a \in b H$.
4. $a H=b H$.

Proof. We prove $a^{-1} b \in H \Rightarrow(\exists h \in H)(a=b h)$.
Suppose $a^{-1} b \in H$. Let $h=\left(a^{-1} b\right)^{-1}$. Since $H$ is a group, then every element of $H$ has an inverse in $H$. Since $a^{-1} b \in H$, then its inverse $\left(a^{-1} b\right)^{-1}$ is in $H$. Hence, $h \in H$. Observe that

$$
\begin{aligned}
b h & =b\left(\left(a^{-1} b\right)^{-1}\right) \\
& =b\left(b^{-1}\left(a^{-1}\right)^{-1}\right) \\
& =b\left(b^{-1} a\right) \\
& =\left(b b^{-1}\right) a \\
& =e a \\
& =a .
\end{aligned}
$$

Therefore, there exists $h \in H$ such that $a=b h$, as desired.
We prove $(\exists h \in H)(a=b h) \Rightarrow a \in b H$.
Suppose there exists $h \in H$ such that $a=b h$. Then $a \in b H$, by definition of bH.

We prove $a \in b H \Rightarrow(a H=b H)$.
Suppose $a \in b H$. To prove $a H=b H$, we prove $a H \subset b H$ and $b H \subset a H$.
Let $x \in a H$. Then there exists $h_{1} \in H$ such that $x=a h_{1}$, by definition of $a H$. Since $a \in b H$, then there exists $h_{2} \in H$ such that $a=b h_{2}$, by definition of $b H$. Let $h=h_{2} h_{1}$. Since $H$ is a group, then $H$ is closed under its binary operation. Since $h_{1}, h_{2} \in H$, then $h_{2} h_{1} \in H$, so $h \in H$.

Observe that

$$
\begin{aligned}
b h & =b\left(h_{2} h_{1}\right) \\
& =\left(b h_{2}\right) h_{1} \\
& =a h_{1} \\
& =x .
\end{aligned}
$$

Hence, there exists $h \in H$ such that $x=b h$, so by definition of $b H, x \in b H$. Therefore, $x \in a H$ implies $x \in b H$, so $a H \subset b H$.

Let $y \in b H$. Then there exists $h_{1} \in H$ such that $y=b h_{1}$, by definition of $b H$. Since $a \in b H$, then by definition of $b H$, there exists $h_{2} \in H$ such that $a=b h_{2}$. Let $h=h_{2}^{-1} h_{1}$. Since $H$ is closed under its binary operation and $h_{1}, h_{2}^{-1} \in H$, then $h \in H$. Observe that

$$
\begin{aligned}
a h & =\left(b h_{2}\right)\left(h_{2}^{-1} h_{1}\right) \\
& =b\left(h_{2} h_{2}^{-1}\right) h_{1} \\
& =b e h_{1} \\
& =b h_{1} \\
& =y
\end{aligned}
$$

Hence, there exists $h \in H$ such that $y=a h$, so by definition of $a H, y \in a H$. Therefore, $y \in b H$ implies $y \in a H$, so $b H \subset a H$.

Since $a H \subset b H$ and $b H \subset a H$, then $a H=b H$, as desired.
We prove $(a H=b H) \Rightarrow a^{-1} b \in H$.
Suppose $a H=b H$. Since $a \in a H$ and $a H=b H$, then $a \in b H$. Thus, there exists $h \in H$ such that $a=b h$, by definition of $b H$. Observe that

$$
\begin{aligned}
a^{-1} b & =(b h)^{-1} b \\
& =\left(h^{-1} b^{-1}\right) b \\
& =h^{-1}\left(b^{-1} b\right) \\
& =h^{-1} e \\
& =h^{-1}
\end{aligned}
$$

Since $H$ is a group, then each element of $H$ has an inverse in $H$. Therefore, since $h \in H$, then $h^{-1} \in H$. Hence, $a^{-1} b \in H$, as desired.

Theorem 74. Let $H$ be a subgroup of $G$. Let $a, b \in G$. Then the following are equivalent:

1. $a b^{-1} \in H$.
2. $(\exists h \in H)(a=h b)$.
3. $a \in H b$.
4. $H a=H b$.

Proof. We prove $a b^{-1} \in H \Rightarrow(\exists h \in H)(a=h b)$.
Suppose $a b^{-1} \in H$. Let $h=a b^{-1}$. Then $h \in H$.
Observe that

$$
\begin{aligned}
h b & =\left(a b^{-1}\right) b \\
& =a\left(b^{-1} b\right) \\
& =a e \\
& =a .
\end{aligned}
$$

Therefore, there exists $h \in H$ such that $a=h b$, as desired.
We prove $(\exists h \in H)(a=h b) \Rightarrow a \in H b$.
Suppose there exists $h \in H$ such that $a=h b$. Then $a \in H b$, by definition of $H b$.

We prove $a \in H b \Rightarrow(H a=H b)$.
Suppose $a \in H b$. To prove $H a=H b$, we prove $H a \subset H b$ and $H b \subset H a$.
Let $x \in H a$. Then there exists $h_{1} \in H$ such that $x=h_{1} a$, by definition of $H a$. Since $a \in H b$, then there exists $h_{2} \in H$ such that $a=h_{2} b$, by definition of $H b$. Let $h=h_{1} h_{2}$. Since $H$ is a group, then $H$ is closed under its binary operation. Since $h_{1}, h_{2} \in H$, then $h \in H$.

Observe that

$$
\begin{aligned}
h b & =\left(h_{1} h_{2}\right) b \\
& =h_{1}\left(h_{2} b\right) \\
& =h_{1} a \\
& =x .
\end{aligned}
$$

Hence, there exists $h \in H$ such that $x=h b$, so by definition of $H b, x \in H b$. Therefore, $x \in H a$ implies $x \in H b$, so $H a \subset H b$.

Let $y \in H b$. Then there exists $h_{1} \in H$ such that $y=h_{1} b$, by definition of $H b$. Since $a \in H b$, then by definition of $H b$, there exists $h_{2} \in H$ such that $a=h_{2} b$. Let $h=h_{1} h_{2}^{-1}$. Since $H$ is closed under its binary operation and $h_{1}, h_{2}^{-1} \in H$, then $h \in H$.

Observe that

$$
\begin{aligned}
h a & =\left(h_{1} h_{2}^{-1}\right)\left(h_{2} b\right) \\
& =h_{1}\left(h_{2}^{-1} h_{2}\right) b \\
& =h_{1} e b \\
& =h_{1} b \\
& =y .
\end{aligned}
$$

Hence, there exists $h \in H$ such that $y=h a$, so by definition of $H a, y \in H a$. Therefore, $y \in H b$ implies $y \in H a$, so $H b \subset H a$.

Since $H a \subset H b$ and $H b \subset H a$, then $H a=H b$, as desired.
We prove $(H a=H b) \Rightarrow a b^{-1} \in H$.
Suppose $H a=H b$. Since $a \in H a$ and $H a=H b$, then $a \in H b$. Thus, there exists $h \in H$ such that $a=h b$, by definition of $H b$. Right multiply by $b^{-1}$ to obtain $a b^{-1}=h$. Therefore, since $h \in H$, then $a b^{-1} \in H$, as desired.

Lemma 75. Let $H$ be a subgroup of $G$. Let $a, b \in G$. Then $a H=b H$ iff $H a^{-1}=H b^{-1}$.

Proof. Observe that

$$
\begin{aligned}
a H=b H & \Leftrightarrow a^{-1} b \in H \\
& \Leftrightarrow a^{-1}\left(b^{-1}\right)^{-1} \in H \\
& \Leftrightarrow H a^{-1}=H b^{-1}
\end{aligned}
$$

Theorem 76. Let $H$ be a subgroup of a group $G$. The number of left cosets of $H$ in $G$ equals the number of right cosets of $H$ in $G$.

Solution. To prove the number of left cosets of $H$ equals the number of right cosets of $H$, we let $H_{L}$ be the collection of distinct left cosets of $H$ and $H_{R}$ be the collection of distinct right cosets of $H$. Thus $H_{L}=\{g H: g \in G\}$ and $H_{R}=\{H g: g \in G\}$.

We must prove $\left|H_{L}\right|=\left|H_{R}\right|$.
To prove this, we must devise a bijective map $\phi: H_{L} \mapsto H_{R}$.
The key insight is to use figure out what map would work.
We try $\phi(g H)=H g^{-1}$.
Thus, we must show that $\phi$ maps each $g H \in H_{L}$ to a unique $H g^{-1} \in H_{R}$ and show that $\phi$ is injective and surjective.

Proof. Let $H_{L}$ be the collection of distinct left cosets of $H$ in $G$. Let $H_{R}$ be the collection of distinct right cosets of $H$ in $G$. Then $H_{L}=\{g H: g \in G\}$ and $H_{R}=\{H g: g \in G\}$.

Let $\phi: H_{L} \mapsto H_{R}$ be a binary relation defined by $\phi(g H)=H g^{-1}$ for all $g \in G$.

Suppose $g \in G$. Then $g H \in H_{L}$, so $\phi(g H)=H g^{-1}$. Since $G$ is a group and $g \in G$, then $g^{-1} \in G$. Hence, $H g^{-1} \in H_{R}$.

To prove $\phi$ is well-defined, let $a$ and $b$ be arbitrary elements of $G$. Then $a H$ and $b H$ are arbitrary left cosets in $H_{L}$. Suppose $a H=b H$. Then $\phi(a H)=H a^{-1}$ and $\phi(b H)=H b^{-1}$. Since $H a^{-1}=H b^{-1}$ iff $a H=b H$, then $H a^{-1}=H b^{-1}$. Hence, $\phi(a H)=\phi(b H)$. Therefore, $a H=b H$ implies $\phi(a H)=\phi(b H)$, so $\phi$ is a well defined map from $H_{L}$ to $H_{R}$.

We prove $\phi$ is injective. Suppose $a H$ and $b H$ are arbitrary left cosets in $H_{L}$ such that $\phi(a H)=\phi(b H)$. Then $a$ and $b$ are some elements in $G$ and
$H a^{-1}=H b^{-1}$. By a previous lemma, $H a^{-1}=H b^{-1}$ iff $a H=b H$. Hence, we conclude $a H=b H$. Therefore, $\phi(a H)=\phi(b H)$ implies $a H=b H$, so $\phi$ is injective.

We prove $\phi$ is surjective. Suppose $H g$ is an arbitrary right coset in $H_{R}$. Then $g \in G$. Since $G$ is a group, then $g^{-1} \in G$. Let $a=g^{-1} H$. Since there exists $g^{-1} \in G$ such that $a=g^{-1} H$, then $a \in H_{L}$. Observe that $\phi(a)=\phi\left(g^{-1} H\right)=$ $H\left(g^{-1}\right)^{-1}=H g$. Therefore, there exists $a \in H_{L}$ such that $\phi(a)=H g$, so $\phi$ is surjective.

Since $\phi$ is injective and surjective, then $\phi$ is bijective.
Therefore, $\phi: H_{L} \mapsto H_{R}$ is a bijective map, so $\left|H_{L}\right|=\left|H_{R}\right|$, as desired.
Theorem 77. Let $H$ be a subgroup of a group $G$.
Let $g \in G$ be fixed.
Then $|g H|=|H|$ and $|H g|=|H|$.
Solution. We must prove $|g H|=|H|$ and $|H g|=|H|$.
To prove $|g H|=|H|$, we show there exists a bijection between $g H$ and $H$.
To prove $|H g|=|H|$, we show there exists a bijection between $H g$ and $H$.
To prove $|g H|=|H|$, we must devise a bijective map $\phi: H \mapsto g H$.
We know that the left coset $g H=\{g h: h \in H\}$.
Hence, let's try $\phi(h)=g h$ for all $h \in H$.
We observe this is similar to a left representation of $H$, except that $g$ is not necessarily in $H$.

We must prove $\phi$ maps each $h \in H$ to some element in $g H$ and show that $\phi$ is one to one and onto $g H$.

Since $\phi$ is bijective, then we conclude $|H|=|g H|$.
Hence, if $H$ is of finite order, then $g H$ is finite and $g H$ has the same number of elements as $H$.

Proof. To prove $|g H|=|H|$, let $\phi: H \mapsto g H$ be a binary relation defined by $\phi(h)=g h$ for all $h \in H$.

Let $h$ be an arbitrary element of $H$.
Then $\phi(h)=g h$.
Since $g h \in g H$, then $\phi(h) \in g H$.
We prove $\phi$ is well defined.
Suppose $h_{1}$ and $h_{2}$ are arbitrary elements of $H$ such that $h_{1}=h_{2}$.
We must prove $\phi\left(h_{1}\right)=\phi\left(h_{2}\right)$.
Since $h_{1}, h_{2} \in H$ and $H \subset G$, then $h_{1}, h_{2} \in G$.
Since $g, h_{1}, h_{2} \in G$ and $G$ is a group, then we left multiply by $g$ to obtain $g h_{1}=g h_{2}$.

Observe that $\phi\left(h_{1}\right)=g h_{1}=g h_{2}=\phi\left(h_{2}\right)$.
Hence, $\phi$ is well defined, so $\phi: H \mapsto g H$ is a function.

Suppose $h_{1}$ and $h_{2}$ are arbitrary elements of $H$ such that $\phi\left(h_{1}\right)=\phi\left(h_{2}\right)$.
Then $g h_{1}=g h_{2}$.
Since $h_{1}, h_{2} \in H$ and $H \subset G$, then $h_{1}, h_{2} \in G$.
Since $G$ is a group and $g, h_{1}, h_{2} \in G$, then we apply the left cancellation law to obtain $h_{1}=h_{2}$.

Hence, $\phi\left(h_{1}\right)=\phi\left(h_{2}\right)$ implies $h_{1}=h_{2}$, so $\phi$ is injective.
Suppose $k$ is an arbitrary element of $g H$.
Then there exists some $h \in H$ such that $k=g h$.
Observe that $\phi(h)=g h=k$.
Hence, there exists $h \in H$ such that $\phi(h)=k$, so $\phi$ is surjective.
Since $\phi$ is a function that is injective and surjective, then $\phi: H \mapsto g H$ is bijective.

Therefore, $|g H|=|H|$, as desired.
To prove $|H g|=|H|$, let $\sigma: H \mapsto H g$ be a binary relation defined by $\sigma(h)=h g$ for all $h \in H$.

Let $h$ be an arbitrary element of $H$.
Then $\sigma(h)=h g$.
Since $h g \in H g$, then $\sigma(h) \in H g$.
We prove $\sigma$ is well defined.
Suppose $h_{1}$ and $h_{2}$ are arbitrary elements of $H$ such that $h_{1}=h_{2}$.
We must prove $\sigma\left(h_{1}\right)=\sigma\left(h_{2}\right)$.
Since $h_{1}, h_{2} \in H$ and $H \subset G$, then $h_{1}, h_{2} \in G$.
Since $g, h_{1}, h_{2} \in G$ and $G$ is a group, then we right multiply by $g$ to obtain $h_{1} g=h_{2} g$.

Observe that $\sigma\left(h_{1}\right)=h_{1} g=h_{2} g=\sigma\left(h_{2}\right)$.
Hence, $\sigma$ is well defined, so $\sigma: H \mapsto H g$ is a function.
Suppose $h_{1}$ and $h_{2}$ are arbitrary elements of $H$ such that $\sigma\left(h_{1}\right)=\sigma\left(h_{2}\right)$.
Then $h_{1} g=h_{2} g$.
Since $h_{1}, h_{2} \in H$ and $H \subset G$, then $h_{1}, h_{2} \in G$.
Since $G$ is a group and $g, h_{1}, h_{2} \in G$, then we apply the right cancellation law to obtain $h_{1}=h_{2}$.

Hence, $\sigma$ is injective.

Suppose $k$ is an arbitrary element of $H g$.
Then there exists some $h \in H$ such that $k=h g$.
Observe that $\sigma(h)=h g=k$.
Hence, $\sigma$ is surjective.
Since $\sigma$ is a function that is injective and surjective, then $\sigma: H \mapsto H g$ is bijective.

Therefore, $|H g|=|H|$, as desired.

## Finite Groups

Theorem 78. Lagrange's Theorem
The order of a subgroup of a finite group divides the order of the group.
Proof. Let $H$ be a subgroup of a finite group $G$.
We must prove $|H|$ divides $|G|$.
Since $G$ is a finite group, then $|G|=n$ for some positive integer $n$.
Since $G$ is finite and $H \subset G$, then $H$ is finite.
Hence, $|H|=m$ for some positive integer $m$.
To prove $|H|$ divides $|G|$, we must prove $m \mid n$.
Let $g \in G$.
Let $g H$ be the left coset of $H$ in $G$ with representative $g$.
Then $|g H|=|H|=m$.
Hence, each left coset of $H$ in $G$ contains the same number of elements as $H$.

Since $G$ is finite, then there are a finite number of subsets of $G$.
In particular, there are a finite number of left cosets of $H$ in $G$.
Let $k$ be the number of left cosets of $H$ in $G$.
Then $k$ is an integer.
Since $H$ is a left coset, then $k>0$, so $k$ is a positive integer.

Since the collection of left cosets of $H$ in $G$ is a partition of $G$, then the number of elements in $G$ equals the number of left cosets times the number of elements in each left coset.

Thus, $|G|=k m=k|H|$.
Therefore, $|H|$ divides $|G|$.
Corollary 79. The order of an element of a finite group divides the order of the group.

Solution. This means:
If $G$ is a finite group, then the order of $g \in G$ divides the order of $G$.
Proof. Let $G$ be a finite group.
Then there exists a positive integer $n$ such that $|G|=n$.

Let $g \in G$.
Every element of a finite group has finite order.
In particular, $g$ has finite order.
Let $m$ be the order of $g$.
Then $m$ is the order of the cyclic subgroup generated by $g$.
Let $H$ be the cyclic subgroup of $G$ generated by $g$.
Then $m=|H|$ and $H<G$.
Since $H<G$ and $G$ is finite, then by LaGrange's theorem, $|H|$ divides $|G|$.

Therefore, $m \mid n$.
Corollary 80. Let $G$ be a finite group.
If $H<K<G$, then $[G: H]=[G: K][K: H]$.
Proof. Suppose $H<K<G$.
Then $H<G$ and

$$
\begin{aligned}
{[G: H] } & =\frac{|G|}{|H|} \\
& =\frac{|G|}{|K|} * \frac{|K|}{|H|} \\
& =[G: K][K: H] .
\end{aligned}
$$

Corollary 81. Let $G$ be a finite group of order $n$.
Then $g^{n}=e$ for all $g \in G$.
Solution. Let $n \in \mathbb{Z}^{+}$. Let $e$ be the identity of $G$.
We must prove $(\forall g \in G)\left(g^{n}=e\right)$.
Proof. Suppose $G$ is a finite group of order $n$. Then $n$ is a positive integer and $|G|=n$.

Let $g$ be an arbitrary element of $G$ with identity $e$.
Every element in a finite group has finite order.
In particular, $g$ has finite order.
Let $m$ be the order of $g$.
The order of $g$ is the order of the cyclic subgroup generated by $g$.
Let $H$ be the cyclic subgroup of $G$ generated by $g$.
Then $m=|H|$ and $H<G$.
Since $H<G$ and $G$ is finite, then by LaGrange's theorem, the order of $H$ divides the order of $G$.

Hence, $m \mid n$.
Since the order of $g$ is $m$, then $g^{n}=e$ iff $m \mid n$. Therefore, $g^{n}=e$.
Corollary 82. Every group of prime order is cyclic.
Solution. Let $G$ be an arbitrary group of prime order.
To prove $G$ is cyclic, we must find an element $a \in G$ such that $G=\left\{a^{m}\right.$ : $m \in \mathbb{Z}\}$.

How do we find $a$ ?
Consider the cyclic group generated by $a$. Then $\langle a\rangle=\left\{a^{m}: m \in \mathbb{Z}\right\}$.
Proof. Let $G$ be an arbitrary group of prime order $p$.
Then $|G|=p$.
Since $p$ is prime, then $p \geq 2$.
Therefore, there are at least two elements in $G$ and $G$ is finite.
Let $e$ be the identity of $G$.

Since at least two elements exist in $G$, then there exists at least one element that is distinct from $e$.

Let $a$ be an arbitrary element of $G$ such that $a \neq e$.

Every element of a finite group has finite order.
In particular, $a$ has finite order.
Let $m$ be the order of $a$.
Then $m$ is a positive integer.
The order of $a$ is the order of the cyclic subgroup generated by $a$.
Let $H$ be the cyclic subgroup of $G$ generated by $a$.
Then $H=\left\{a^{k}: k \in \mathbb{Z}\right\}$ and $m=|H|$ and $H<G$.
Since $a=a^{1}$, then $a \in H$.
Since $e=a^{0}$, then $e \in H$.
Since $a \neq e$, then this implies $H$ contains at least two elements.
Hence, $|H| \geq 2$, so $|H|>1$.
Therefore, $m>1$.
Since $H<G$ and $G$ is finite, then by LaGrange's theorem, the order of $H$ divides the order of $G$.

Hence, $m \mid p$.
Since $p$ is prime, then the only positive divisors of $p$ are 1 and $p$.
Thus, either $m=1$ or $m=p$.
Since $m>1$, then $m \neq 1$.
Therefore, $m=p$.
Hence, $|H|=p$.
Since $H \subset G$ and $|H|=p=|G|$ and $G$ is finite, then $H=G$.
Thus, there exists $a \in G$ such that $G=H$.
Therefore, $G$ is cyclic.

## Direct Products

Theorem 83. Let $A, B$ be groups.
Let $G$ be the Cartesian product $A \times B=\{(a, b): a \in A, b \in B\}$.
Define $\circ: G \times G \mapsto G$ by $\left(a_{1}, b_{1}\right) \circ\left(a_{2}, b_{2}\right)=\left(a_{1} a_{2}, b_{1} * b_{2}\right)$.
Then $(G, \circ)$ is a group, called the external direct product of $A$ and $B$.
Proof. We prove $\circ$ is a binary operation.
We first prove $G$ is closed under $\circ$.
Let $x, y \in G$.
Then there exist $a_{1}, a_{2} \in A$ and $b_{1}, b_{2} \in B$ such that $x=\left(a_{1}, b_{1}\right)$ and $y=\left(a_{2}, b_{2}\right)$.

Thus, $x \circ y=\left(a_{1}, b_{1}\right) \circ\left(a_{2}, b_{2}\right)=\left(a_{1} a_{2}, b_{1} b_{2}\right)$.
By closure of $A$ and $B, a_{1} a_{2} \in A$ and $b_{1} b_{2} \in B$.
Hence, $x y \in G$, so $G$ is closed under $\circ$.

We prove $\circ$ is well defined.
Suppose $(x, y)$ and $(z, w)$ are arbitrary elements of $G \times G$ such that $(x, y)=$ $(z, w)$.

Then there exist $a_{1}, a_{2}, a_{3}, a_{4} \in A$ and $b_{1}, b_{2}, b_{3}, b_{4} \in B$ such that $x=\left(a_{1}, b_{1}\right)$ and $y=\left(a_{2}, b_{2}\right)$ and $z=\left(a_{3}, b_{3}\right)$ and $w=\left(a_{4}, b_{4}\right)$ and $x=z$ and $y=w$.

Thus, $a_{1}=a_{3}$ and $b_{1}=b_{3}$ and $a_{2}=a_{4}$ and $b_{2}=b_{4}$.
Observe that

$$
\begin{aligned}
x \circ y & =\left(a_{1}, b_{1}\right) \circ\left(a_{2}, b_{2}\right) \\
& =\left(a_{1} a_{2}, b_{1} b_{2}\right) \\
& =\left(a_{3} a_{2}, b_{3} b_{2}\right) \\
& =\left(a_{3} a_{4}, b_{3} b_{4}\right) \\
& =\left(a_{3}, b_{3}\right) \circ\left(a_{4}, b_{4}\right) \\
& =z \circ w .
\end{aligned}
$$

Therefore, ○ is well defined.
Hence, $\circ$ is a binary operation on $G$.

Let $x, y, z \in G$. Then there exist $a_{1}, a_{2}, a_{3} \in A$ and $b_{1}, b_{2}, b_{3} \in B$ such that $x=\left(a_{1}, b_{1}\right)$ and $y=\left(a_{2}, b_{2}\right)$ and $z=\left(a_{3}, b_{3}\right)$. Observe that

$$
\begin{aligned}
(x y) z & =\left[\left(a_{1}, b_{1}\right)\left(a_{2}, b_{2}\right)\right]\left(a_{3}, b_{3}\right) \\
& =\left(a_{1} a_{2}, b_{1} b_{2}\right)\left(a_{3}, b_{3}\right) \\
& =\left(\left(a_{1} a_{2}\right) a_{3},\left(b_{1} b_{2}\right) b_{3}\right) \\
& =\left(a_{1}\left(a_{2} a_{3}\right), b_{1}\left(b_{2} b_{3}\right)\right) \\
& =\left(a_{1}, b_{1}\right)\left(a_{2} a_{3}, b_{2} b_{3}\right) \\
& =\left(a_{1}, b_{1}\right)\left[\left(a_{2}, b_{2}\right)\left(a_{3}, b_{3}\right)\right] \\
& =x(y z) .
\end{aligned}
$$

Therefore, $\circ$ is associative.

Let $e$ be the identity of $A$ and $e^{\prime}$ be the identity of $B$.
Then $\left(e, e^{\prime}\right) \in G$.
Let $x$ be an arbitrary element of $G$.
Then $x=(a, b)$ for some $a \in A$ and $b \in B$.
Observe that

$$
\begin{aligned}
\left(e, e^{\prime}\right)(a, b) & =\left(e a, e^{\prime} b\right) \\
& =(a, b) \\
& =\left(a e, b e^{\prime}\right) \\
& =(a, b)\left(e, e^{\prime}\right)
\end{aligned}
$$

Thus, $\left(e, e^{\prime}\right)$ is an identity element of $G$.

Let $x \in G$. Then $x=(a, b)$ for some $a \in A$ and $b \in B$. Since $A$ and $B$ are groups, then $a^{-1} \in A$ and $b^{-1} \in B$. Hence, $\left(a^{-1}, b^{-1}\right) \in G$.

Observe that

$$
\begin{aligned}
(a, b)\left(a^{-1}, b^{-1}\right) & =\left(a a^{-1}, b b^{-1}\right) \\
& =\left(e, e^{\prime}\right) \\
& =\left(a^{-1} a, b^{-1} b\right) \\
& =\left(a^{-1}, b^{-1}\right)(a, b) .
\end{aligned}
$$

Thus, the inverse of $(a, b)$ is $\left(a^{-1}, b^{-1}\right)$, so each element of $G$ has an inverse in $G$.

Therefore, $(G, \circ)$ is a group.
Theorem 84. Let $n \in \mathbb{Z}^{+}, n \geq 2$.
The external direct product of $n$ groups is a group.
Proof. Let $n \in \mathbb{Z}^{+}, n \geq 2$.
Let $G=G_{1} \times G_{2} \times \ldots \times G_{n}$.
Let $a, b \in G$. Then for each $i \in\{1,2, \ldots, n\}$ there exist $a_{i}, b_{i} \in G_{i}$ such that $a=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $b=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$. Thus, $a \circ b=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \circ$ $\left(b_{1}, b_{2}, \ldots, b_{n}\right)=\left(a_{1} b_{1}, a_{2} b_{2}, \ldots, a_{n} b_{n}\right)$. For each $i$, the group $G_{i}$ is closed. Therefore, for each $i$, the product $g_{i} h_{i}$ is in the group $G_{i}$. Hence, $a b \in G$, so $G$ is closed under o.

Suppose $(a, b)$ and $(c, d)$ are arbitrary elements of $G \times G$ such that $(a, b)=$ $(c, d)$. Then for each $i \in\{1,2, \ldots, n\}$ there exist $a_{i}, b_{i}, c_{i}, d_{i} \in G_{i}$ such that $a=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $b=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ and $c=\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ and $d=$ $\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ and $a=c$ and $b=d$. Thus, for each $i, a_{i}=c_{i}$ and $b_{i}=d_{i}$.
Observe that

$$
\begin{aligned}
a b & =\left(a_{1}, a_{2}, \ldots, a_{n}\right)\left(b_{1}, b_{2}, \ldots, b_{n}\right) \\
& =\left(a_{1} b_{1}, a_{2} b_{2}, \ldots, a_{n} b_{n}\right) \\
& =\left(c_{1} b_{1}, c_{2} b_{2}, \ldots, c_{n} b_{n}\right) \\
& =\left(c_{1} d_{1}, c_{2} d_{2}, \ldots, c_{n} d_{n}\right) \\
& =\left(c_{1}, c_{2}, \ldots, c_{n}\right)\left(d_{1}, d_{2}, \ldots, d_{n}\right) \\
& =c d
\end{aligned}
$$

Therefore, $\circ$ is well defined. Hence, $\circ$ is a binary operation on $G$.
Let $a, b, c \in G$. Then for each $i \in\{1,2, \ldots, n\}$ there exist $a_{i}, b_{i}, c_{i} \in G_{i}$ such that $a=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $b=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ and $c=\left(c_{1}, c_{2}, \ldots, c_{n}\right)$. Observe
that

$$
\begin{aligned}
(a b) c & =\left[\left(a_{1}, a_{2}, \ldots, a_{n}\right)\left(b_{1}, b_{2}, \ldots, b_{n}\right)\right]\left(c_{1}, c_{2}, \ldots, c_{n}\right) \\
& =\left(a_{1} b_{1}, a_{2} b_{2}, \ldots, a_{n} b_{n}\right)\left(c_{1}, c_{2}, \ldots, c_{n}\right) \\
& =\left(\left(a_{1} b_{1}\right) c_{1},\left(a_{2} b_{2}\right) c_{2}, \ldots,\left(a_{n} b_{n}\right) c_{n}\right) \\
& =\left(a_{1}\left(b_{1} c_{1}\right), a_{2}\left(b_{2} c_{2}\right), \ldots, a_{n}\left(b_{n} c_{n}\right)\right) \\
& =\left(a_{1}, a_{2}, \ldots, a_{n}\right)\left(b_{1} c_{1}, b_{2} c_{2}, \ldots, b_{n} c_{n}\right) \\
& =\left(a_{1}, a_{2}, \ldots, a_{n}\right)\left[\left(b_{1}, b_{2}, \ldots, b_{n}\right)\left(c_{1}, c_{2}, \ldots, c_{n}\right)\right] \\
& =a(b c) .
\end{aligned}
$$

Therefore, $\circ$ is associative.
Let $e_{i}$ be the identity of $G_{i}$ for each $i \in\{1,2, \ldots, n\}$. Then $\left(e_{1}, e_{2}, \ldots, e_{n}\right) \in G$. Let $x$ be an arbitrary element of $G$. Then for each $i \in\{1,2, \ldots, n\}$ there exist $a_{i} \in G_{i}$ such that $x=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. Observe that

$$
\begin{aligned}
\left(e_{1}, e_{2}, \ldots, e_{n}\right)\left(a_{1}, a_{2}, \ldots, a_{n}\right) & =\left(e_{1} a_{1}, e_{2} a_{2}, \ldots, e_{n} a_{n}\right) \\
& =\left(a_{1}, a_{2}, \ldots, a_{n}\right) \\
& =\left(a_{1} e_{1}, a_{2} e_{2}, \ldots, a_{n} e_{n}\right) \\
& =\left(a_{1}, a_{2}, \ldots, a_{n}\right)\left(e_{1}, e_{2}, \ldots, e_{n}\right)
\end{aligned}
$$

Thus, $\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ is an identity element of $G$.
Let $a$ be an arbitrary element of $G$. Then for each $i \in\{1,2, \ldots, n\}$ there exist $a_{i} \in G_{i}$ such that $a=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. Since each $G_{i}$ is a group, then $a_{i}^{-1} \in G_{i}$ for each $i$. Hence, $\left(a_{1}^{-1}, a_{2}^{-1}, \ldots, a_{n}^{-1}\right) \in G$. Observe that

$$
\begin{aligned}
\left(a_{1}, a_{2}, \ldots, a_{n}\right)\left(a_{1}^{-1}, a_{2}^{-1}, \ldots, a_{n}^{-1}\right) & =\left(a_{1} a_{1}^{-1}, a_{2} a_{2}^{-1}, \ldots, a_{n} a_{n}^{-1}\right) \\
& =\left(e_{1}, e_{2}, \ldots, e_{n}\right) \\
& =\left(a_{1}^{-1} a_{1}, a_{2}^{-1} a_{2}, \ldots, a_{n}^{-1} a_{n}\right) \\
& =\left(a_{1}^{-1}, a_{2}^{-1}, \ldots, a_{n}^{-1}\right)\left(a_{1}, a_{2}, \ldots, a_{n}\right)
\end{aligned}
$$

Thus, the inverse of $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ is $\left(a_{1}^{-1}, a_{2}^{-1}, \ldots, a_{n}^{-1}\right)$, so each element of $G$ has an inverse in $G$.

Therefore, $(G, \circ)$ is a group.
Theorem 85. A direct product of abelian groups is an abelian group.
Proof. Let $n \in \mathbb{Z}^{+}, n \geq 2$. Let $G_{1}, G_{2}, \ldots, G_{n}$ be $n$ abelian groups. Then $\prod_{i=1}^{n} G_{i}$ is the direct product of $n$ groups. The direct product of $n$ groups is a group. Therefore, $\prod_{i=1}^{n} G_{i}$ is a group.

Let $a, b \in \prod_{i=1}^{n} G_{i}$. Then for each $i \in\{1,2, \ldots, n\}$ there exist $a_{i}, b_{i} \in G_{i}$ such that $a=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $b=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$. Observe that

$$
\begin{aligned}
a b & =\left(a_{1}, a_{2}, \ldots, a_{n}\right)\left(b_{1}, b_{2}, \ldots, b_{n}\right) \\
& =\left(a_{1} b_{1}, a_{2} b_{2}, \ldots, a_{n} b_{n}\right) \\
& =\left(b_{1} a_{1}, b_{2} a_{2}, \ldots, b_{n} a_{n}\right) \\
& =\left(b_{1}, b_{2}, \ldots, b_{n}\right)\left(a_{1}, a_{2}, \ldots, a_{n}\right) \\
& =b a .
\end{aligned}
$$

Therefore, component wise multiplication in $\prod_{i=1}^{n} G_{i}$ is commutative. Hence, $\prod_{i=1}^{n} G_{i}$ is abelian. Thus, $\prod_{i=1}^{n} G_{i}$ is an abelian group.

Theorem 86. Let $G \times H$ be the external direct product of groups $G, H$. Let $(g, h) \in G \times H$. If $g$ and $h$ have finite order, then the order of $(g, h)$ in $G \times H$ is the least common multiple of the orders of $g$ and $h$.

Solution. We must prove:

1. The order of $(g, h)$ is finite.
2. The order of $(g, h)$ equals $l c m(a, b)$.

Proof. Let $e$ be the identity of $G$ and $e^{\prime}$ be the identity of $H$. Then $\left(e, e^{\prime}\right)$ is the identity of $G \times H$. Since $(g, h) \in G \times H$, then $g \in G$ and $h \in H$.

Suppose $g$ and $h$ have finite order. Let $a$ be the order of $g$ and let $b$ be the order of $h$. Then $a$ is the least positive integer such that $g^{a}=e$ and $b$ is the least positive integer such that $h^{b}=e^{\prime}$.

We prove the order of $(g, h)$ is finite. Let $n=a b$. Then $n$ is a positive integer and $a \mid n$ and $b \mid n$. For any integer $M, g^{M}=e$ iff $a \mid M$ and for any integer $N$, $h^{N}=e^{\prime}$ iff $b \mid N$. Hence, $g^{n}=e$ iff $a \mid n$ and $h^{n}=e^{\prime}$ iff $b \mid n$. Thus, $g^{n}=e$ and $h^{n}=e^{\prime}$. Observe that

$$
\begin{aligned}
(g, h)^{n} & =(g, h)(g, h) \ldots(g, h) \\
& =\left(g^{n}, h^{n}\right) \\
& =\left(e, e^{\prime}\right)
\end{aligned}
$$

Therefore, there exists a positive integer $n$ such that $(g, h)^{n}=\left(e, e^{\prime}\right)$, so the order of $(g, h)$ is finite.

Let $k$ be the order of $(g, h)$. Then $k$ is the least positive integer such that $(g, h)^{k}=\left(e, e^{\prime}\right)$. Thus,

$$
\begin{aligned}
\left(e, e^{\prime}\right) & =(g, h)^{k} \\
& =(g, h)(g, h) \ldots(g, h) \\
& =\left(g^{k}, h^{k}\right)
\end{aligned}
$$

Hence, $g^{k}=e$ and $h^{k}=e^{\prime}$. Thus, $a \mid k$ and $b \mid k$.
Let $m$ be the least common multiple of $a$ and $b$. Then $a \mid m$ and $b \mid m$ and for every integer $c$, if $a \mid c$ and $b \mid c$, then $m \mid c$. Thus, if $a \mid k$ and $b \mid k$, then $m \mid k$. Since $a \mid k$ and $b \mid k$, then $m \mid k$.

Since $a \mid m$ and $b \mid m$, then $g^{m}=e$ and $h^{m}=e^{\prime}$. Thus,

$$
\begin{aligned}
\left(e, e^{\prime}\right) & =\left(g^{m}, h^{m}\right) \\
& =(g, h)^{m}
\end{aligned}
$$

For any integer $N,(g, h)^{N}=\left(e, e^{\prime}\right)$ iff $k \mid N$. Hence, in particular, $(g, h)^{m}=\left(e, e^{\prime}\right)$ iff $k \mid m$. Thus, $k \mid m$.

By the antisymmetric property of $\mathbb{Z}^{+}, k \mid m$ and $m \mid k$ implies $k=m$. Since $m, k \in \mathbb{Z}^{+}$and $m \mid k$ and $k \mid m$, then we conclude $k=m$.

Therefore, the order of $(g, h)$ is the least common multiple of $a$ and $b$.

Corollary 87. Let $n \in \mathbb{Z}^{+}, n \geq 2$. Let $\prod_{i=1}^{n} G_{i}$ be the external direct product of $n$ groups. Let $\left(g_{1}, g_{2}, \ldots, g_{n}\right) \in \prod_{i=1}^{n} G_{i}$. If each $g_{i}$ has finite order $a_{i}$ in $G_{i}$, then the order of $\left(g_{1}, g_{2}, \ldots, g_{n}\right)$ in $\prod_{i=1}^{n} G_{i}$ is the least common multiple of $a_{1}, a_{2}, \ldots, a_{n}$.

Solution. We must prove:

1. The order of $\left(g_{1}, g_{2}, \ldots, g_{n}\right)$ is finite.
2. The order of $\left(g_{1}, g_{2}, \ldots, g_{n}\right)$ equals $\operatorname{lcm}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$.

Proof. Let $G=G_{1} \times G_{2} \times \ldots \times G_{n}$. Then for each $i \in\{1,2, \ldots, n\}, G_{i}$ is a group. Let $e_{i}$ be the identity of each group $G_{i}$. Then $\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ is the identity of $G$. Since $\left(g_{1}, g_{2}, \ldots, g_{n}\right) \in G$, then each element $g_{i}$ is in the group $G_{i}$.

Suppose each $g_{i}$ has finite order $a_{i}$ in $G_{i}$. Then for each $i, a_{i}$ is the least positive integer such that $g_{i}^{a_{i}}=e_{i}$.

We prove the order of $\left(g_{1}, g_{2}, \ldots, g_{n}\right)$ is finite. Let $m=a_{1} a_{2} \ldots a_{n}$. Then $m$ is a positive integer and for each $i, a_{i} \mid m$.

For each $i$ and for any integer $M, g_{i}^{M}=e_{i}$ iff $a_{i} \mid M$. Hence, for each $i$, $g_{i}^{m}=e_{i}$ iff $a_{i} \mid m$. Thus, for each $i, g_{i}^{m}=e_{i}$. Observe that

$$
\begin{aligned}
\left(g_{1}, g_{2}, \ldots, g_{n}\right)^{m} & =\left(g_{1}^{m}, g_{2}^{m}, \ldots, g_{n}^{m}\right) \\
& =\left(e_{1}, e_{2}, \ldots, e_{n}\right)
\end{aligned}
$$

Therefore, there exists a positive integer $m$ such that $\left(g_{1}, g_{2}, \ldots, g_{n}\right)^{m}=$ $\left(e_{1}, e_{2}, \ldots, e_{n}\right)$, so the order of $\left(g_{1}, g_{2}, \ldots, g_{n}\right)$ is finite.

Let $k$ be the order of $\left(g_{1}, g_{2}, \ldots, g_{n}\right)$. Then $k$ is the least positive integer such that $\left(g_{1}, g_{2}, \ldots, g_{n}\right)^{k}=\left(e_{1}, e_{2}, \ldots, e_{n}\right)$. Thus,

$$
\begin{aligned}
\left(e_{1}, e_{2}, \ldots, e_{n}\right) & =\left(g_{1}, g_{2}, \ldots, g_{n}\right)^{k} \\
& =\left(g_{1}^{k}, g_{2}^{k}, \ldots, g_{n}^{k}\right) .
\end{aligned}
$$

Hence, for each $i, g_{i}^{k}=e_{i}$. Thus, for each $i, a_{i} \mid k$.
Let $s$ be the least common multiple of each $a_{i}$. Then for each $i, a_{i} \mid s$ and for every integer $c$, if each $a_{i} \mid c$, then $s \mid c$. Thus, if each $a_{i} \mid k$, then $s \mid k$. Since each $a_{i}$ divides $k$, then $s \mid k$.

Since each $a_{i}$ divides $s$, then $g_{i}^{s}=e_{i}$ for each $i$. Thus,

$$
\begin{aligned}
\left(e_{1}, e_{2}, \ldots, e_{n}\right) & =\left(g_{1}^{s}, g_{2}^{s}, \ldots, g_{n}^{s}\right) \\
& =\left(g_{1}, g_{2}, \ldots, g_{n}\right)^{s}
\end{aligned}
$$

For any integer $N,\left(g_{1}, g_{2}, \ldots, g_{n}\right)^{N}=\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ iff $k \mid N$. Hence, in particular, $\left(g_{1}, g_{2}, \ldots, g_{n}\right)^{s}=\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ iff $k \mid s$. Thus, $k \mid s$.

By the antisymmetric property of $\mathbb{Z}^{+}, k \mid s$ and $s \mid k$ implies $k=s$. Since $s \mid k$ and $k \mid s$, then we conclude $k=s$.

Therefore, the order of
$\left(g_{1}, g_{2}, \ldots, g_{n}\right)$
is the least common multiple of $a_{1}, a_{2}, \ldots, a_{n}$.
Theorem 88. Let $m, n \in \mathbb{Z}^{+}$. Then $\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n},+\right) \cong\left(\mathbb{Z}_{m n},+\right)$ iff $\operatorname{gcd}(m, n)=1$.

Proof. We prove $\operatorname{gcd}(m, n)=1$ implies $\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n},+\right) \cong\left(\mathbb{Z}_{m n},+\right)$.
Suppose $\operatorname{gcd}(m, n)=1$. Observe that $\left(\mathbb{Z}_{m},+\right)$ is a cyclic group with generator $[1]_{m} \in \mathbb{Z}_{m}$. Thus, the order of $[1]_{m}$ in $\mathbb{Z}_{m}$ is $m$. Observe that $\left(\mathbb{Z}_{n},+\right)$ is a cyclic group with generator $[1]_{n} \in \mathbb{Z}_{n}$. Thus, the order of $[1]_{n}$ in $\mathbb{Z}_{n}$ is $n$. Therefore, the order of $\left([1]_{m},[1]_{n}\right) \in \mathbb{Z}_{m} \times \mathbb{Z}_{n}$ is the least common multiple of $m$ and $n$. Observe that

$$
\begin{aligned}
m n & =\operatorname{gcd}(m, n) * \operatorname{lcm}(m, n) \\
& =1 * \operatorname{lcm}(m, n) \\
& =\operatorname{lcm}(m, n) .
\end{aligned}
$$

Hence, the order of $\left([1]_{m},[1]_{n}\right)$ is $m n$.
The order of $\left([1]_{m},[1]_{n}\right) \in \mathbb{Z}_{m} \times \mathbb{Z}_{n}$ is the order of the cyclic subgroup of $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ generated by $\left([1]_{m},[1]_{n}\right)$. Let $G$ be the cyclic subgroup of $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ generated by $\left([1]_{m},[1]_{n}\right)$. Then $G \subset \mathbb{Z}_{m} \times \mathbb{Z}_{n}$ and $|G|=m n=\left|\mathbb{Z}_{m}\right|\left|\mathbb{Z}_{n}\right|=$ $\left|\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right|$. If $S$ is a finite set and $T$ is a subset of $S$ such that $|T|=|S|$, then $T=S$. Observe that $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ is a finite set and $G \subset \mathbb{Z}_{m} \times \mathbb{Z}_{n}$ and $|G|=\left|\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right|$. Hence, $G=\mathbb{Z}_{m} \times \mathbb{Z}_{n}$. Thus, $\left([1]_{m},[1]_{n}\right)$ is a generator of $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$, so $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ is cyclic.

Every cyclic group of finite order $n$ is isomorphic to $\left(\mathbb{Z}_{n},+\right)$. Hence, every cyclic group of finite order $m n$ is isomorphic to $\left(\mathbb{Z}_{m n},+\right)$. Observe that $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ is a cyclic group of order $m n$. Therefore, $\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n},+\right)$ is isomorphic to $\left(\mathbb{Z}_{m n},+\right)$.

Conversely, we prove $\left(\mathbb{Z}_{m} \times \mathbb{Z}_{n},+\right) \cong\left(\mathbb{Z}_{m n},+\right)$ implies $\operatorname{gcd}(m, n)=1$. We prove by contrapositive. Suppose $\operatorname{gcd}(m, n) \neq 1$. Then $\operatorname{gcd}(m, n)>1$. Let $d=\operatorname{gcd}(m, n)$. Then $d>1$ and $d \mid m$ and $d \mid n$, so $d \mid m n$. Thus, $\frac{m}{d}, \frac{n}{d}$, and $\frac{m n}{d}$ are positive integers. Since $1 \left\lvert\, \frac{n}{d}\right.$, then $m \left\lvert\, \frac{m n}{d}\right.$. Since $1 \left\lvert\, \frac{m}{d}\right.$, then $n \left\lvert\, \frac{m n}{d}\right.$. Let $w=\frac{m n}{d}$. Then $m \mid w$ and $n \mid w$.

Let $(a, b) \in \mathbb{Z}_{m} \times \mathbb{Z}_{n}$. Then $a \in \mathbb{Z}_{m}$ and $b \in \mathbb{Z}_{n}$.
Every element of a finite group has finite order. Since $\mathbb{Z}_{m}$ and $\mathbb{Z}_{n}$ and $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ are finite groups, then every element of $\mathbb{Z}_{m}$ and $\mathbb{Z}_{n}$ and $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ has finite order. In particular, $a$ and $b$ and $(a, b)$ have finite order. Let $k$ be the order of $a$ and $l$ be the order of $b$ and $s$ be the order of $(a, b)$.

The order of an element of a finite group $G$ divides the order of $G$. Thus, the order of $a$ divides $\left|\mathbb{Z}_{m}\right|$ and the order of $b$ divides $\left|\mathbb{Z}_{n}\right|$, so $k \mid m$ and $l \mid n$. Since $k \mid m$ and $m \mid w$, then $k \mid w$. Since $l \mid n$ and $n \mid w$, then $l \mid w$. Thus, $k \mid w$ and $l \mid w$.

Since $a$ has finite order $k$, then $w a=0$ iff $k \mid w$. Since $k \mid w$, then $w a=0$.
Since $b$ has finite order $l$, then $w b=0$ iff $l \mid w$. Since $l \mid w$, then $w b=0$.
Thus, $w(a, b)=(w a, w b)=(0,0)$.
Since $(a, b)$ has finite order $s$, then $w(a, b)=(0,0)$ iff $s \mid w$. Since $w(a, b)=$ $(0,0)$, then $s \mid w$. Since $s$ and $w$ are positive integers, then this implies $s \leq w$.

Since $d>1$, then $1<d$, so $\frac{1}{d}<1$. Thus, $\frac{m n}{d}<m n$, so $w<m n$. Since $s \leq w$ and $w<m n$, then $s<m n$. Hence, $s \neq m n$, so $|(a, b)| \neq\left|\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right|$.

If a finite group $G$ is cyclic, then there exists $g \in G$ such that $|g|=|G|$. Thus, if $|g| \neq|G|$ for all $g \in G$, then a finite group $G$ is not cyclic. Hence, if $g$ is an arbitrary element of a finite group $G$ such that $|g| \neq|G|$, then $G$ is
not cyclic. Since $(a, b)$ is an arbitrary element of the finite group $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ and $|(a, b)| \neq\left|\mathbb{Z}_{m} \times \mathbb{Z}_{n}\right|$, then we conclude $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ is not cyclic.

Suppose $\mathbb{Z}_{m n}$ is isomorphic to $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$. Then there exists an isomorphism between $\mathbb{Z}_{m n}$ and $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$. Let $\phi: \mathbb{Z}_{m n} \rightarrow \mathbb{Z}_{m} \times \mathbb{Z}_{n}$ be an isomorphism. Since $\phi$ preserves the cyclic property of groups and $\mathbb{Z}_{m n}$ is cyclic, then $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ is cyclic. Thus, we have $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ is cyclic and $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$ is not cyclic, a contradiction. Therefore, $\mathbb{Z}_{m n}$ is not isomorphic to $\mathbb{Z}_{m} \times \mathbb{Z}_{n}$.

Corollary 89. Let $n_{1}, \ldots, n_{k}$ be positive integers.
Then $\prod_{i=1}^{k} \mathbb{Z}_{n_{i}} \cong \mathbb{Z}_{n_{1} \ldots n_{k}}$.
Proof.
Corollary 90. Let $p_{1}, \ldots, p_{k}$ be distinct primes. Let $n=p_{1}^{e_{1}} \ldots p_{k}^{e_{k}}$.
Then $\mathbb{Z}_{n} \cong \mathbb{Z}_{p_{1}^{e_{1}}} \times \ldots \times \mathbb{Z}_{p_{k}^{e_{k}}}$.
Proof.
Proposition 91. If $H$ and $K$ are subgroups of an abelian group $G$, then $H K<$ $G$.
Solution. Let $H K=\{h k: h \in H, k \in K\}$.
The hypothesis is:
$G$ is an abelian group and $H<G$ and $K<G$.
The conclusion is: $H K<G$.
Suppose $G$ is an abelian group and $H<G$ and $K<G$.
To prove $H K<G$, we use a subgroup test.
Proof. Suppose $G$ is an abelian group and $H<G$ and $K<G$.
Let $h k \in H K$. Then $h \in H$ and $k \in K$. Since $H<G$, then $H \subset G$, so $h \in G$. Since $K<G$, then $K \subset G$, so $k \in G$. By closure of $G, h k \in G$. Thus, $h k \in H K$ implies $h k \in G$, so $H K \subset G$.

Let $h_{1} k_{1}, h_{2} k_{2} \in H K$. Then $h_{1}, h_{2} \in H$ and $k_{1}, k_{2} \in K$. Observe that

$$
\begin{aligned}
\left(h_{1} k_{1}\right)\left(h_{2} k_{2}\right) & =h_{1}\left(k_{1} h_{2}\right) k_{2} \\
& =h_{1}\left(h_{2} k_{1}\right) k_{2} \\
& =\left(h_{1} h_{2}\right)\left(k_{1} k_{2}\right)
\end{aligned}
$$

By closure of $H$ and $K, h_{1} h_{2} \in H$ and $k_{1} k_{2} \in K$. Hence, $\left(h_{1} k_{1}\right)\left(h_{2} k_{2}\right) \in H K$. Therefore, $H K$ is closed under the binary operation of $G$.

Let $e$ be the identity of $G$. Since $H<G$ and $K<G$, then $e \in H$ and $e \in K$. Hence, $e e=e \in H K$. Therefore, $H K$ contains the identity of $G$.

Let $h k \in H K$. Since $H<G$ and $K<G$, then $h^{-1} \in H$ and $k^{-1} \in K$. Observe that

$$
\begin{aligned}
(h k)^{-1} & =k^{-1} h^{-1} \\
& =h^{-1} k^{-1}
\end{aligned}
$$

Hence, $(h k)^{-1} \in H K$.
Therefore, $H K<G$.

Proposition 92. Let $H$ and $K$ be subgroups of a group $G$.
If $h^{-1} k h \in K$ for all $h \in H$ and all $k \in K$, then $H K<G$.
Proof. Let $G$ be a group and $H<G$ and $K<G$.
Suppose $h^{-1} k h \in K$ for all $h \in H$ and all $k \in K$.
Let $h k \in H K$. Then $h \in H$ and $k \in K$. Since $H<G$, the $H \subset G$, so $h \in G$. Since $K<G$, then $K \subset G$, so $k \in G$. By closure of $G, h k \in G$. Hence, $h k \in H K$ implies $h k \in G$, so $H K \subset G$.

Let $h_{1} k_{1}, h_{2} k_{2} \in H K$. Then $h_{1}, h_{2} \in H$ and $k_{1}, k_{2} \in K$.
Since $h_{2} \in H$ and $k_{1} \in K$, then $h_{2}^{-1} k_{1} h_{2} \in K$. Thus, there exists $k^{\prime} \in K$ such that $k^{\prime}=h_{2}^{-1} k_{1} h_{2}$. Hence, $h_{2} k^{\prime}=k_{1} h_{2}$. Observe that

$$
\begin{aligned}
\left(h_{1} k_{1}\right)\left(h_{2} k_{2}\right) & =h_{1}\left(k_{1} h_{2}\right) k_{2} \\
& =h_{1}\left(h_{2} k^{\prime}\right) k_{2} \\
& =\left(h_{1} h_{2}\right)\left(k^{\prime} k_{2}\right)
\end{aligned}
$$

By closure of $H$ and $K, h_{1} h_{2} \in H$ and $k^{\prime} k_{2} \in K$. Hence, $\left(h_{1} k_{1}\right)\left(h_{2} k_{2}\right) \in H K$. Therefore, $H K$ is closed under the binary operation of $G$.

Let $e$ be the identity of $G$. Since $H<G$ and $K<G$, then $e \in H$ and $e \in K$. Hence, $e e=e \in H K$. Therefore, $H K$ contains the identity of $G$.

Let $h k \in H K$. Then $h \in H$ and $k \in K$. Since $H<G$, then $h^{-1} \in H$. Since $h^{-1} \in H$ and $k \in K$, then $\left(h^{-1}\right)^{-1} k\left(h^{-1}\right) \in K$. Hence, there exists $k^{\prime} \in K$ such that $k^{\prime}=h k h^{-1}$. Thus, $k^{\prime} h=h k$. Let $(h k)^{-1}$ be the inverse of $h k$ in $G$. Then

$$
\begin{aligned}
(h k)^{-1} & =\left(k^{\prime} h\right)^{-1} \\
& =h^{-1} k^{\prime-1}
\end{aligned}
$$

Since $h^{-1} \in H$ and $k^{\prime-1} \in K$, then this implies $(h k)^{-1} \in H K$. Hence, $H K$ is closed under inverses.

Therefore, $H K<G$.
Proposition 93. Let $H$ and $K$ be subgroups of a group $G$.
Then $H K<G$ iff $K H \subset H K$.
Proof. We prove if $H K<G$, then $K H \subset H K$.
Suppose $H K<G$.
Let $k h \in K H$. Then $k \in K$ and $h \in H$. Since $H<G$ and $K<G$, then $e \in H$ and $e \in K$. Since $e \in H$ and $k \in K$, then $e k=k \in H K$. Since $h \in H$ and $e \in K$, then $h e=h \in H K$. Since $H K<G$, then $H K$ is closed, so $k \in H K$ and $h \in H K$ imply $k h \in H K$. Thus, $k h \in K H$ implies $k h \in H K$, so $K H \subset H K$.

Conversely, we prove if $K H \subset H K$, then $H K<G$.
Suppose $K H \subset H K$.
Let $e$ be the identity of $G$. Since $H<G$ and $K<G$, then $e \in H$ and $e \in K$. Hence, $e e=e \in H K$. Therefore, $H K$ contains the identity of $G$.

Let $h k \in H K$. Then $h \in H$ and $k \in K$. Since $H<G$, the $H \subset G$, so $h \in G$. Since $K<G$, then $K \subset G$, so $k \in G$. By closure of $G, h k \in G$. Hence, $h k \in H K$ implies $h k \in G$, so $H K \subset G$.

Let $h_{1} k_{1}, h_{2} k_{2} \in H K$. Then $h_{1}, h_{2} \in H$ and $k_{1}, k_{2} \in K$.
Since $h_{2} \in H$ and $k_{1} \in K$, then $k_{1} h_{2} \in K H$. Since $K H \subset H K$, then $k_{1} h_{2} \in H K$. Thus, there exists $h^{\prime} \in H$ and $k^{\prime} \in K$ such that $h^{\prime} k^{\prime}=k_{1} h_{2}$. Observe that

$$
\begin{aligned}
\left(h_{1} k_{1}\right)\left(h_{2} k_{2}\right) & =h_{1}\left(k_{1} h_{2}\right) k_{2} \\
& =h_{1}\left(h^{\prime} k^{\prime}\right) k_{2} \\
& =\left(h_{1} h^{\prime}\right)\left(k^{\prime} k_{2}\right) .
\end{aligned}
$$

By closure of $H$ and $K, h_{1} h^{\prime} \in H$ and $k^{\prime} k_{2} \in K$. Hence, $\left(h_{1} k_{1}\right)\left(h_{2} k_{2}\right) \in H K$. Therefore, $H K$ is closed under the binary operation of $G$.

Let $h k \in H K$. Then $h \in H$ and $k \in K$. Since $H<G$ and $K<G$, then $h^{-1} \in H$ and $k^{-1} \in K$. Thus, $k^{-1} h^{-1} \in K H$. Since $K H \subset H K$, then $k^{-1} h^{-1} \in H K$. Since $(h k)^{-1}=k^{-1} h^{-1}$, then this implies $(h k)^{-1} \in H K$. Hence, $H K$ is closed under inverses. Therefore, $H K<G$.

## Normal Subgroups

Theorem 94. Let $H<G$. Then the following are equivalent:

1. $H \triangleleft G$.
2. $g H^{-1} \subset H$ for all $g \in G$.
3. $g H^{-1}=H$ for all $g \in G$.

Proof. We prove 1 implies 2.
Suppose $H \triangleleft G$. Then $g h g^{-1} \in H$ for all $g \in G$ and all $h \in H$.
Let $g \in G$. Let $x \in g H g^{-1}$. Then $x=g h g^{-1}$ for some $h \in H$. Since $H \triangleleft G$, then $x \in H$. Hence, $x \in g H g^{-1}$ implies $x \in H$, so $g H g^{-1} \subset H$.

We prove 2 implies 3 .
Suppose $g H g^{-1} \subset H$ for all $g \in G$. We prove $H \subset g H g^{-1}$ for all $g \in G$.
Let $g \in G$. Let $h \in H$. Let $h^{\prime}=g^{-1} h g$. Since $g^{-1} \in G$, then $g^{-1} H\left(g^{-1}\right)^{-1} \subset$ $H$. Hence, $g^{-1} H g \subset H$. Since $h^{\prime}=g^{-1} h g$ for some $h \in H$, then $h^{\prime} \in g^{-1} H g$. Thus, $h^{\prime} \in H$. Observe that

$$
\begin{aligned}
g h^{\prime} g^{-1} & =g\left(g^{-1} h g\right) g^{-1} \\
& =\left(g g^{-1}\right) h\left(g g^{-1}\right) \\
& =h
\end{aligned}
$$

Hence, there exists $h^{\prime} \in H$ such that $h=g h^{\prime} g^{-1}$, so $h \in g H g^{-1}$. Thus, $h \in H$ implies $h \in g H^{-1}$, so $H \subset g H g^{-1}$.

Since $g H g^{-1} \subset H$ and $H \subset g H g^{-1}$, then $g H g^{-1}=H$.
We prove 3 implies 1.
Suppose $g H^{-1}=H$ for all $g \in G$. Let $g \in G$ and $h \in H$. Then $g H g^{-1}=H$. Thus, $g H^{-1} \subset H$. Hence, $g h g^{-1} \in H$.

Theorem 95. Let $H<G$. Then $H \triangleleft G$ iff $g H=H g$ for all $g \in G$.

Proof. Suppose $H \triangleleft G$. Then $g h g^{-1} \in H$ for all $g \in G$ and all $h \in H$.
Let $g \in G$.
Suppose $g h \in g H$. Then $h \in H$. Let $h^{\prime}=g h g^{-1}$. Then $h^{\prime} g=g h$. Since $g \in G$ and $h \in H$ and $H \triangleleft G$, then $h^{\prime} \in H$. Observe that

$$
\begin{aligned}
g h \in g H & \Rightarrow h^{\prime} g \in g H \\
& \Rightarrow h^{\prime} g \in H g \\
& \Rightarrow g h \in H g .
\end{aligned}
$$

Hence, $g h \in g H$ implies $g h \in H g$, so $g H \subset H g$.
Suppose $h g \in H g$. Then $h \in H$. Let $h^{\prime \prime}=g^{-1} h g=g^{-1} h\left(g^{-1}\right)^{-1}$. Then $g h^{\prime \prime}=h g$. Since $g^{-1} \in G$ and $h \in H$ and $H \triangleleft G$, then $h^{\prime \prime} \in H$. Observe that

$$
\begin{aligned}
h g \in H g & \Rightarrow g h^{\prime \prime} \in H g \\
& \Rightarrow g h^{\prime \prime} \in g H \\
& \Rightarrow h g \in g H .
\end{aligned}
$$

Hence, $h g \in H g$ implies $h g \in g H$, so $H g \subset g H$.
Since $g H \subset H g$ and $H g \subset g H$, then $g H=H g$.
Conversely, suppose $g H=H g$ for all $g \in G$. Let $g \in G$ and $h \in H$. Then $g H=H g$, so $g h=h^{\prime} g$ for some $h^{\prime} \in H$. Thus, $g h g^{-1}=h^{\prime}$, so $g h g^{-1} \in H$. Therefore, $H \triangleleft G$.

Theorem 96. Every subgroup of an abelian group is normal.
Solution. To prove $H$ is normal in $G$, we prove $g h g^{-1} \in H$ for all $g \in G$ and all $h \in H$.

Proof. Let $H$ be an arbitrary subgroup of an abelian group $G$.
Let $g \in G$ and $h \in H$. Since $h \in H$ and $H \subset G$, then $h \in G$. Thus,

$$
\begin{aligned}
g h g^{-1} & =(g h) g^{-1} \\
& =(h g) g^{-1} \\
& =h\left(g g^{-1}\right) \\
& =h e \\
& =h .
\end{aligned}
$$

Hence, $g h g^{-1} \in H$, so $H \triangleleft G$.
Proof. Let $g, h \in G$.
Observe that

$$
\begin{aligned}
g h \in g H & \Rightarrow h g \in g H \\
& \Rightarrow h g \in H g \\
& \Rightarrow g h \in H g
\end{aligned}
$$

Therefore, $g H \subset H g$.

Observe that

$$
\begin{aligned}
h g \in H g & \Rightarrow g h \in H g \\
& \Rightarrow g h \in g H \\
& \Rightarrow h g \in g H
\end{aligned}
$$

Therefore, $H g \subset g H$.
Thus, $g H \subset H g$ and $H g \subset g H$, so $g H=H g$.
Hence, $H \triangleleft G$.
Theorem 97. The intersection of two normal subgroups is a normal subgroup.
Solution. This statement means:
if $H$ and $K$ are normal subgroups of a group $G$, then $H \cap K \triangleleft G$.
Hence, we assume $H$ and $K$ are normal subgroups of a group $G$.
To prove $H \cap K \triangleleft G$, we must prove $g h g^{-1} \in H \cap K$ for all $g \in G$ and all $h \in H \cap K$.

Proof. Let $H$ and $K$ be normal subgroups of a group $G$. Let $g \in G$ and $h \in$ $H \cap K$. Since $G$ is a group and $g \in G$, then $g^{-1} \in G$. Since $h \in H \cap K$, then $h \in H$ and $h \in K$.

Since $H \triangleleft G$, then $g h g^{-1} \in H$. Since $K \triangleleft G$, then $g h g^{-1} \in K$. Hence, $g h g^{-1} \in H$ and $g h g^{-1} \in K$, so $g h g^{-1} \in H \cap K$. Therefore, $H \cap K \triangleleft G$.
Proposition 98. If $G$ is a group and $H<G$, then $g H^{-1}<G$ and $g \mathrm{Hg}^{-1} \cong H$ for all $g \in G$.

Proof. Suppose $G$ is a group and $H<G$.
Let $g \in G$.
We first prove $g H^{-1}<G$.
Let $x \in g H^{-1}$.
Then there exists $h \in H$ such that $x=g h g^{-1}$.
Since $h \in H$ and $H \subset G$, then $h \in G$.
By closure of $G, x \in G$.
Hence, $x \in g H g^{-1}$ implies $x \in G$, so $g H g^{-1} \subset G$.

Let $x, y \in g H g^{-1}$.
Then $x=g h_{1} g^{-1}$ for some $h_{1} \in H$ and $y=g h_{2} g^{-1}$ for some $h_{2} \in H$.
Thus,

$$
\begin{aligned}
x y & =\left(g h_{1} g^{-1}\right)\left(g h_{2} g^{-1}\right) \\
& =\left(g h_{1}\right)\left(g^{-1} g\right)\left(h_{2} g^{-1}\right) \\
& =\left(g h_{1}\right)\left(h_{2} g^{-1}\right) \\
& =g\left(h_{1} h_{2}\right) g^{-1} .
\end{aligned}
$$

By closure of $H, h_{1} h_{2} \in H$.
Hence, there exists $h_{1} h_{2} \in H$ such that $x y=g\left(h_{1} h_{2}\right) g^{-1}$, so $x y \in g H g^{-1}$.

Let $e$ be the identity of $G$.
Since $H<G$, then $e \in H$.
Observe that $e=g g^{-1}=g e g^{-1}$.
Hence, $e \in g H^{-1}$.
Let $x \in g H g^{-1}$.
Then there exists $h \in H$ such that $x=g h g^{-1}$.
Since $H<G$, then $h^{-1} \in H$.
Thus, $x^{-1}=\left(g h g^{-1}\right)^{-1}=g h^{-1} g^{-1}$.
Hence, there exists $h^{-1} \in H$ such that $x^{-1}=g h^{-1} g^{-1}$, so $x^{-1} \in g H g^{-1}$.
Therefore, by the subgroup test, $g H g^{-1}<G$.
Proof. Let $g \in G$.
We prove $g H g^{-1} \cong H$.
Define $\phi: H \rightarrow g H g^{-1}$ by $\phi(h)=g h g^{-1}$ for all $h \in H$.
Let $h_{1}, h_{2} \in H$ such that $h_{1}=h_{2}$. Then $g h_{1}=g h_{2}$, so $g h_{1} g^{-1}=g h_{2} g^{-1}$. Hence, $\phi\left(h_{1}\right)=\phi\left(h_{2}\right)$. Thus, $h_{1}=h_{2}$ implies $\phi\left(h_{1}\right)=\phi\left(h_{2}\right)$, so $\phi$ is well defined. Therefore, $\phi$ is a function.

Let $h_{1}, h_{2} \in H$ such that $\phi\left(h_{1}\right)=\phi\left(h_{2}\right)$. Then $g h_{1} g^{-1}=g h_{2} g^{-1}$. By the right cancellation law, we have $g h_{1}=g h_{2}$. By the left cancellation law, we have $h_{1}=h_{2}$. Hence, $\phi\left(h_{1}\right)=\phi\left(h_{2}\right)$ implies $h_{1}=h_{2}$, so $\phi$ is injective.

Let $g h g^{-1} \in g H g^{-1}$. Then $h \in H$. Hence, there exists $h \in H$ such that $g h g^{-1} \in g H^{-1}$. Therefore, $\phi$ is surjective.

Thus, $\phi$ is a bijective function.
Let $h_{1}, h_{2} \in H$. Then

$$
\begin{aligned}
\phi\left(h_{1} h_{2}\right) & =g\left(h_{1} h_{2}\right) g^{-1} \\
& =\left(g h_{1}\right)\left(h_{2} g^{-1}\right) \\
& =\left(g h_{1}\right)\left(g^{-1} g\right)\left(h_{2} g^{-1}\right) \\
& =\left(g h_{1} g^{-1}\right)\left(g h_{2} g^{-1}\right) \\
& =\phi\left(h_{1}\right) \phi\left(h_{2}\right) .
\end{aligned}
$$

Thus, $\phi$ is a group homomorphism, so $\phi: H \rightarrow g H g^{-1}$ is an isomorphism.
Therefore, $H \cong g H^{-1}$.
Proof. Let $g \in G$.
Define $\phi: H \rightarrow G$ by $\phi(h)=g h g^{-1}$ for all $h \in H$.
Let $h_{1}, h_{2} \in H$ such that $h_{1}=h_{2}$. Then $g h_{1}=g h_{2}$, so $g h_{1} g^{-1}=g h_{2} g^{-1}$. Hence, $\phi\left(h_{1}\right)=\phi\left(h_{2}\right)$. Thus, $h_{1}=h_{2}$ implies $\phi\left(h_{1}\right)=\phi\left(h_{2}\right)$, so $\phi$ is well defined. Therefore, $\phi$ is a function.

Let $h_{1}, h_{2} \in H$. Then

$$
\begin{aligned}
\phi\left(h_{1} h_{2}\right) & =g\left(h_{1} h_{2}\right) g^{-1} \\
& =\left(g h_{1}\right)\left(h_{2} g^{-1}\right) \\
& =\left(g h_{1}\right) e\left(h_{2} g^{-1}\right) \\
& =\left(g h_{1}\right)\left(g^{-1} g\right)\left(h_{2} g^{-1}\right) \\
& =\left(g h_{1} g^{-1}\right)\left(g h_{2} g^{-1}\right) \\
& =\phi\left(h_{1}\right) \phi\left(h_{2}\right) .
\end{aligned}
$$

Therefore, $\phi$ is a group homomorphism.
Since $\phi: H \rightarrow G$ is a group homomorphism, then $\phi(H)<G$.
We prove $\phi(H)=g H g^{-1}$.
Let $x \in \phi(H)$. Then there exists $h \in H$ such that $x=\phi(h)$. Thus, there exists $h \in H$ such that $x=g h g^{-1}$. Hence, $x \in g H g^{-1}$. Therefore, $x \in \phi(H)$ implies $x \in g H g^{-1}$, so $\phi(H) \subset g H g^{-1}$.

Let $y \in g H^{-1}$. Then there exists $h \in H$ such that $y=g h g^{-1}$. Hence, there exists $h \in H$ such that $y=\phi(h)$. Thus, $y \in \phi(H)$. Therefore, $y \in g H g^{-1}$ implies $y \in \phi(H)$, so $g H g^{-1} \subset \phi(H)$.

Since $\phi(H) \subset g H g^{-1}$ and $g H g^{-1} \subset \phi(H)$, then $\phi(H)=g H g^{-1}$. Therefore, $g H g^{-1}<G$.

Let $h_{1}, h_{2} \in H$ such that $\phi\left(h_{1}\right)=\phi\left(h_{2}\right)$. Then $g h_{1} g^{-1}=g h_{2} g^{-1}$. By the right cancellation law, we have $g h_{1}=g h_{2}$. By the left cancellation law, we have $h_{1}=h_{2}$. Hence, $\phi\left(h_{1}\right)=\phi\left(h_{2}\right)$ implies $h_{1}=h_{2}$, so $\phi$ is injective.

Since $\phi$ is injective, then $H \cong \phi(H)$. Thus, $H \cong g H g^{-1}$, so $g H g^{-1} \cong H$.
Proposition 99. Let $H$ be a subgroup of group $G$.
Let $N(H)=\{g \in G:(\forall h \in H)(g h=h g)\}$.
Then $N(H)$ is a subgroup of $G$, called the normalizer of $H$ in $G$.
Proof. Observe that $N(H)$ is a subset of $G$.
Let $e$ be the identity of $G$.
Let $h \in H$.
Then $e h=h=h e$, so $e \in N(H)$.
Hence, $N(H)$ is not empty.

Let $a, b \in N(H)$.
Then $a \in G$ and for every $h \in H, a h=h a$ and $b \in G$ and for every $h \in$ $H, b h=h b$.

Thus, $a h=h a$ and $b h=h b$.
Hence, $b=h b h^{-1}$.

Since $G$ is a group, then $b^{-1} \in G$.
By closure of $G, a b^{-1} \in G$.
Observe that

$$
\begin{aligned}
\left(a b^{-1}\right) h & =\left(a\left(h b h^{-1}\right)^{-1}\right) h \\
& =\left(a\left(h b^{-1} h^{-1}\right)\right) h \\
& =(a h) b^{-1}\left(h^{-1} h\right) \\
& =(a h) b^{-1} e \\
& =(a h) b^{-1} \\
& =(h a) b^{-1} \\
& =h\left(a b^{-1}\right) .
\end{aligned}
$$

Hence, $\left(a b^{-1}\right) h=h\left(a b^{-1}\right)$.
Therefore, $a b^{-1} \in N(H)$.
Thus, $N(H)$ is a subgroup of $G$.
Proposition 100. If $G$ is a group and $H<G$, then $N(H)<G$ and $H \subset N(H)$.
Proof. Suppose $G$ is a group and $H<G$.
Let $x \in N(H)$.
Then $x \in G$.
Hence, $N(H) \subset G$.
Let $e$ be the identity of $G$. To prove $e \in N(H)$, we must prove $e H e^{-1}=H$. Let $h \in e H e^{-1}$. Then there exists $h^{\prime} \in H$ such that $h=e h^{\prime} e^{-1}$. Thus,

$$
\begin{aligned}
h & =e h^{\prime} e^{-1} \\
& =h^{\prime} e^{-1} \\
& =h^{\prime} e \\
& =h^{\prime}
\end{aligned}
$$

Hence, $h \in H$. Therefore, $h \in e H e^{-1}$ implies $h \in H$, so $e H e^{-1} \subset H$.
Let $h \in H$. Then

$$
\begin{aligned}
e h e^{-1} & =h e^{-1} \\
& =h e \\
& =h
\end{aligned}
$$

Hence, there exists $h \in H$ such that $h=e h e^{-1}$, so $h \in e H e^{-1}$. Therefore, $h \in H$ implies $h \in e H e^{-1}$, so $H \subset e H e^{-1}$.

Since $e H e^{-1} \subset H$ and $H \subset e H e^{-1}$, then $e H e^{-1}=H$. Since $e \in G$ and $e H e^{-1}=H$, then $e \in N(H)$.

Let $a, b \in N(H)$. Then $a, b \in G$ and $a H a^{-1}=H$ and $b H b^{-1}=H$. By closure of $G, a b \in G$.

We prove $(a b) H(a b)^{-1}=H$.

Let $x \in(a b) H(a b)^{-1}$. Then there exists $h \in H$ such that $x=(a b) h(a b)^{-1}$. Hence, $x=a b h b^{-1} a^{-1}$. Let $h^{\prime}=b h b^{-1}$. Since $h \in H$, then $h^{\prime} \in b H b^{-1}$. Since $b H b^{-1}=H$, then $h^{\prime} \in H$. Thus, $x=a h^{\prime} a^{-1}$. Since $h^{\prime} \in H$, then $x \in a H a^{-1}$. Since $a H a^{-1}=H$, then $x \in H$. Hence, $x \in(a b) H(a b)^{-1}$ implies $x \in H$, so $(a b) H(a b)^{-1} \subset H$.

Let $y \in H$. Since $H=a H a^{-1}=b H b^{-1}$, then $y \in a H a^{-1}$ and $y \in b H b^{-1}$. Hence, $y=a h a^{-1}$ for some $h \in H$ and $y=b h^{\prime} b^{-1}$ for some $h^{\prime} \in H$.

Let $h^{\prime \prime}=b^{-1} h b$.
We must prove $h^{\prime \prime} \in H!!!$
Observe that

$$
\begin{aligned}
(a b) h^{\prime \prime}(a b)^{-1} & =(a b)\left(b^{-1} h b\right)(a b)^{-1} \\
& =(a b)\left(b^{-1} h b\right)\left(b^{-1} a^{-1}\right) \\
& =a\left(b b^{-1}\right) h\left(b b^{-1}\right) a^{-1} \\
& =a h a^{-1} \\
& =y .
\end{aligned}
$$

Hence, $y \in(a b) H(a b)^{-1}$. Thus, $y \in H$ implies $y \in(a b) H(a b)^{-1}$, so $H \subset$ (ab) $H(a b)^{-1}$.

Since $(a b) H(a b)^{-1} \subset H$ and $H \subset(a b) H(a b)^{-1}$, then $(a b) H(a b)^{-1}=H$.
Since $a b \in G$ and $(a b) H(a b)^{-1}=H$, then $a b \in N(H)$. Therefore, $N(H)$ is closed under the binary operation of $G$.

We prove $N(H)$ is closed under taking inverses. Let $a \in N(H)$. Then $a \in G$ and $a H a^{-1}=H$. By closure of $G, a^{-1} \in G$.

To prove $a^{-1} \in N(H)$, we must prove $a^{-1} H a=H$. Thus, we must prove $a H a^{-1}=H$ implies $a^{-1} H a=H$.

Suppose $a H a^{-1}=H$. To prove $a^{-1} H a=H$, we must prove $a^{-1} H a=$ $a H a^{-1}$. Thus, we must prove $a^{-1} H a \subset a H a^{-1}$ and $a H a^{-1} \subset a^{-1} H a$.

Theorem 101. Let $G$ be a group.
Let $g \in G$.
Then $C(g)<G$.
If $g$ generates a normal subgroup of $G$, then $C(g) \triangleleft G$.
Proof. Observe that $C(g)$ is a subset of $G$. Let $e$ be the identity element of $G$. Since $e \in G$ and $e g=g e$, then $e \in C(g)$.

Let $a, b \in C(g)$. Then $a \in G$ and $a g=g a$ and $b \in G$ and $b g=g b$. By closure of $G, a b \in G$. Observe that

$$
\begin{aligned}
(a b) g & =a(b g) \\
& =a(g b) \\
& =(a g) b \\
& =(g a) b \\
& =g(a b)
\end{aligned}
$$

Since $a b \in G$ and $(a b) g=g(a b)$, then $a b \in C(g)$. Hence, $C(g)$ is closed under the binary operation of $G$.

Let $a \in C(g)$. Then $a \in G$ and $a g=g a$. Thus, $a=g a g^{-1}$, so $a^{-1}=$ $\left(g a g^{-1}\right)^{-1}=g a^{-1} g^{-1}$. Hence, $a^{-1} g=g a^{-1}$. Since $a^{-1} \in G$ and $a^{-1} g=g a^{-1}$, then $a^{-1} \in C(g)$. Hence, $C(g)$ is closed under taking inverses.

Therefore, by the subgroup test, $C(g)<G$.
Let $\langle g\rangle$ be the cyclic subgroup of $G$ generated by $g$. Then $\langle g\rangle=\left\{g^{k}: k \in \mathbb{Z}\right\}$. Suppose $\langle g\rangle \triangleleft G$. Then $a g^{k} a^{-1} \in\langle g\rangle$ for all $a \in G$ and all $g^{k} \in\langle g\rangle$.

Let $H=C(g)$.
To prove $H \triangleleft G$, we prove $a h a^{-1} \in H$ for all $a \in G$ and all $h \in H$.
Let $a \in G$.
Let $h \in H$.
Then $h \in G$ and $g h=g h$.
Theorem 102. The center of a group $G$ is a normal subgroup of $G$.
Let $G$ be a group.
Then $Z(G) \triangleleft G$.
Proof. We first prove $Z(G)<G$.
Since $Z(G)=\{x \in G:(\forall g \in G)(x g=g x)\}$, then $Z(G) \subset G$.
Let $e$ be the identity of $G$.
By definition of group, $e g=g e$ for all $g \in G$.
Since $e \in G$ and $e g=g e$ for all $g \in G$, then $e \in Z(G)$, so $Z(G) \neq \emptyset$.
Since $Z(G) \subset G$ and $Z(G) \neq \emptyset$, then $Z(G)$ is a nonempty subset of $G$.

We prove $Z(G)$ is closed under the binary operation of $G$.
Let $a, b \in Z(G)$.
Then $a \in G$ and $a g=g a$ for all $g \in G$ and $b \in G$ and $b g=g b$ for all $g \in G$.
By closure of $G, a \in G$ and $b \in G$ implies $a b \in G$.
Let $g \in G$.
Observe that

$$
\begin{aligned}
(a b) g & =a(b g) \\
& =a(g b) \\
& =(a g) b \\
& =(g a) b \\
& =g(a b) .
\end{aligned}
$$

Since $a b \in G$ and $(a b) g=g(a b)$, then $a b \in Z(G)$.
Therefore, $Z(G)$ is closed under the binary operation of $G$.

We prove $Z(G)$ is closed under inverses.
Let $a \in Z(G)$.
Then $a \in G$ and $a g=g a$ for all $g \in G$.
Since $a \in G$ and $G$ is a group, then $a^{-1} \in G$.

Let $g \in G$.
Then $a g=g a$, so $a=g a g^{-1}$.
Hence, $a^{-1}=\left(g a g^{-1}\right)^{-1}=g a^{-1} g^{-1}$, so $a^{-1} g=g a^{-1}$.
Thus, $a^{-1} g=g a^{-1}$ for all $g \in G$.
Since $a^{-1} \in G$ and $a^{-1} g=g a^{-1}$ for all $g \in G$, then $a^{-1} \in Z(G)$.
Therefore, $a^{-1} \in Z(G)$ for all $a \in Z(G)$.

Since $Z(G)$ is a nonempty subset of $G$ and $Z(G)$ is closed under the binary operation of $G$ and $a^{-1} \in Z(G)$ for all $a \in Z(G)$, then by the two-step subgroup test, $Z(G)$ is a subgroup of $G$, so $Z(G)<G$.

Proof. We prove $Z(G) \triangleleft G$.
Let $g \in G$ and $h \in Z(G)$. Then $h \in G$ and $h x=x h$ for all $x \in G$. By closure of $G, g h g^{-1} \in G$. Let $x \in G$. Observe that

$$
\begin{aligned}
\left(g h g^{-1}\right) x & =(g h)\left(g^{-1} x\right) \\
& =(h g)\left(g^{-1} x\right) \\
& =h\left(g g^{-1}\right) x \\
& =h x \\
& =x h \\
& =x\left(g g^{-1}\right) h \\
& =(x g)\left(g^{-1} h\right) \\
& =(x g)\left(h g^{-1}\right) \\
& =x\left(g h g^{-1}\right)
\end{aligned}
$$

Since $g h g^{-1} \in G$ and $\left(g h g^{-1}\right) x=x\left(g h g^{-1}\right)$ for all $x \in G$, then $g h g^{-1} \in Z(G)$. Therefore, $Z(G) \triangleleft G$.

Theorem 103. Let $H \triangleleft G$.
Let $\frac{G}{H}$ be the set of all cosets of $H$ in $G$.
Define $(a H)(b H)=(a b) H$ for all $a H, b H \in \frac{G}{H}$.
Then $\left(\frac{G}{H}, *\right)$ is a group and $\left|\frac{G}{H}\right|=[G: H]$.
Proof. Since $e \in G$, then $e H=H$ is a coset of $H$ in $G$. Therefore, $H \in \frac{G}{H}$, so $\frac{G}{H}$ is not empty.

Let $a H, b H \in \frac{G}{H}$. Then $a, b \in G$ and $(a H)(b H)=(a b) H$. Since $G$ is a group, then $a b \in G$, so $(a b) H \in \frac{G}{H}$. Therefore, $\frac{G}{H}$ is closed under multiplication of cosets.

We prove that multiplication of cosets is well defined.
Suppose $c H, d H \in \frac{G}{H}$ such that $a H=c H$ and $b H=d H$. Then $a, b, c, d \in G$. To prove coset multiplication is well defined, we must prove $(a H)(b H)$ is unique. Hence, we must prove $(a H)(b H)=(c H)(d H)$.

Since $a H=c H$ iff $a \in c H$, then $a \in c H$. Thus, there exists $h_{1} \in H$ such that $a=c h_{1}$. Since $b H=d H$ iff $b \in d H$, then $b \in d H$. Thus, there exists $h_{2} \in H$
such that $b=d h_{2}$. Since $H$ is normal in $G$, then for every $g \in G$ and $h \in H$, $g h g^{-1} \in H$. Since $d^{-1} \in G$ and $h_{1} \in H$, then $d^{-1} h_{1}\left(d^{-1}\right)^{-1}=d^{-1} h_{1} d \in H$. Let $h_{3}=d^{-1} h_{1} d$. Then $h_{3} \in H$.

Let $h=h_{3} h_{2}$. Since $H$ is a group, then $H$ is closed under its binary operation. Hence, $h \in H$ since $h_{2}, h_{3} \in H$.

Observe that

$$
\begin{aligned}
(c d) h & =(c d)\left(h_{3} h_{2}\right) \\
& =(c d)\left(d^{-1} h_{1} d\right) h_{2} \\
& =c\left(d d^{-1}\right) h_{1} d h_{2} \\
& =\left(c h_{1}\right)\left(d h_{2}\right) \\
& =a b .
\end{aligned}
$$

Since $a b=(c d) h$ for some $h \in H$, then $a b \in(c d) H$. Since $a b \in(a b) H$ and $a b \in(c d) H$, then $(a b) H=(c d) H$. Therefore,

$$
\begin{aligned}
(a H)(b H) & =(a b) H \\
& =(c d) H \\
& =(c H)(d H) .
\end{aligned}
$$

Therefore, multiplication of cosets is well defined, so multiplication of cosets is a binary operation on $\frac{G}{H}$.

Let $a H, b H, c H \in \frac{G}{H}$. Observe that

$$
\begin{aligned}
{[(a H)(b H)](c H) } & =(a b H)(c H) \\
& =((a b) c) H \\
& =(a(b c)) H \\
& =(a H)(b c H) \\
& =(a H)[(b H)(c H)] .
\end{aligned}
$$

Therefore, multiplication of cosets is associative.
Let $a H \in \frac{G}{H}$. Then $(a H)(H)=(a H)(e H)=(a e) H=a H=(e a) H=$ $(e H)(a H)=(H)(a H)$. Since $H \in \frac{G}{H}$ and $(a H)(H)=(H)(a H)=a H$, then $H$ is an identity element of $\frac{G}{H}$.

Since $a^{-1} \in G$, then $a^{-1} H \in \frac{G}{H}$. Observe that $(a H)\left(a^{-1} H\right)=\left(a a^{-1}\right) H=$ $e H=\left(a^{-1} a\right) H=\left(a^{-1} H\right)(a H)$. Hence, an inverse of $a H$ is $a^{-1} H$, so each element of $\frac{G}{H}$ has an inverse.

Therefore, $\left(\frac{G}{H}, *\right)$ is a group.
The order of the group $\frac{G}{H}$ is the number of cosets of $H$ in $G$. Since $H$ is normal in $G$, then $g H=H g$ for every $g \in G$. Thus, each left coset equals each right coset. Hence, the number of cosets equals the number of left cosets. Therefore, $\left|\frac{G}{H}\right|=[G: H]$.

Theorem 104. If $N$ is a subgroup of an abelian group $G$, then $\frac{G}{N}$ is abelian.

Proof. Suppose $G$ is an abelian group and $N<G$.
Every subgroup of an abelian group is normal, so $N \triangleleft G$.
Let $a N, b N \in \frac{G}{N}$.
Then $a, b \in G$.
Observe that

$$
\begin{aligned}
(a N)(b N) & =(a b) N \\
& =(b a) N \\
& =(b N)(a N)
\end{aligned}
$$

Therefore, $\frac{G}{N}$ is abelian.
Theorem 105. If $N$ is a subgroup of a cyclic group $G$, then $\frac{G}{N}$ is cyclic.
Proof. Suppose $N$ is a subgroup of a cyclic group $G$. Every cyclic group is abelian, so $G$ is abelian. Every subgroup of an abelian group is normal, so $N$ is normal. Therefore, $\frac{G}{N}$ is a group and $\frac{G}{N}=\{a N: a \in G\}$.

Since $G$ is cyclic, then there exists $g \in G$ such that $G=\left\{g^{n}: n \in \mathbb{Z}\right\}$. Since $g \in G$, then $g N \in \frac{G}{N}$. Every element of a group generates a cyclic subgroup. Let $T$ be the cyclic subgroup of $\frac{G}{N}$ generated by $g N$. Then $T=\left\{(g N)^{n}: n \in \mathbb{Z}\right\}$.

Let $a N \in \frac{G}{N}$. Then $a \in G$. Since $G$ is cyclic, then there exists an integer $n$ such that $a=g^{n}$. Therefore, $a N=g^{n} N=(g * g * \ldots * g) N=(g N)(g N) \ldots(g N)=$ $(g N)^{n}$. Thus, there exists an integer $n$ such that $a N=(g N)^{n}$, so $a N \in T$. Hence, $a N \in \frac{G}{N}$ implies $a N \in T$, so $\frac{G}{N} \subset T$.

Let $y \in T$. Then there exists an integer $m$ such that $y=(g N)^{m}$. Thus, $y=$ $(g N)(g N) \ldots(g N)=(g g \ldots g) N=\left(g^{m}\right) N$. Since $g^{m} \in G$, then $y=\left(g^{m}\right) N \in \frac{G}{N}$. Thus, $y \in T$ implies $y \in \frac{G}{N}$, so $T \subset \frac{G}{N}$.

Since $\frac{G}{N} \subset T$ and $T \subset \frac{G}{N}$, then $\frac{G}{N}=T$. Thus, $\frac{G}{N}=\left\{(g N)^{n}: n \in \mathbb{Z}\right\}$. Since there exists $g N \in \frac{G}{N}$ such that $\frac{G}{N}=\left\{(g N)^{n}: n \in \mathbb{Z}\right\}$, then $\frac{G}{N}$ is cyclic.

Theorem 106. Let $G$ be a group and let $Z(G)$ be the center of $G$.
If $\frac{G}{Z(G)}$ is cyclic, then $G$ is abelian.
Proof. Let $H=Z(G)=\{x \in G:(\forall g \in G)(x g=g x)\}$.
Since $Z(G) \triangleleft G$, then $H \triangleleft G$, so $\frac{G}{H}$ exists.
Suppose $\frac{G}{H}$ is cyclic.
Then there exists $g H \in \frac{G}{H}$ such that $\frac{G}{H}=\left\{(g H)^{k}: k \in \mathbb{Z}\right\}$.
Hence, there exists $g \in G$ such that $\frac{G}{H}=\left\{g^{k} H: k \in \mathbb{Z}\right\}$.
Let $a H, b H \in \frac{G}{H}$.
Then $a, b \in G$ and there exist integers $m$ and $n$ such that $a H=g^{m} H$ and $b H=g^{n} H$.

Since $a H=g^{m} H$, then $a=g^{m} h_{1}$ for some $h_{1} \in H$.
Since $b H=g^{n} H$, then $b=g^{n} h_{2}$ for some $h_{2} \in H$.

Observe that

$$
\begin{aligned}
a b & =\left(g^{m} h_{1}\right)\left(g^{n} h_{2}\right) \\
& =g^{m}\left(h_{1} g^{n}\right) h_{2} \\
& =g^{m}\left(g^{n} h_{1}\right) h_{2} \\
& =\left(g^{m} g^{n}\right)\left(h_{1} h_{2}\right) \\
& =\left(g^{m+n}\right)\left(h_{1} h_{2}\right) \\
& =\left(g^{n+m}\right)\left(h_{1} h_{2}\right) \\
& =\left(g^{n} g^{m}\right)\left(h_{1} h_{2}\right) \\
& =\left(g^{n} g^{m}\right)\left(h_{2} h_{1}\right) \\
& =g^{n}\left(g^{m} h_{2}\right) h_{1} \\
& =g^{n}\left(h_{2} g^{m}\right) h_{1} \\
& =\left(g^{n} h_{2}\right)\left(g^{m} h_{1}\right) \\
& =b a .
\end{aligned}
$$

Therefore, $G$ is abelian.

## Homomorphisms

Theorem 107. preservation properties of a group homomorphism
Let $(G, *)$ be a group with identity $e$.
Let $\left(G^{\prime}, \star\right)$ be a group with identity $e^{\prime}$.
Let $\phi: G \rightarrow G^{\prime}$ be a homomorphism.
Then

1. $\phi(e)=e^{\prime}$. preserves identity
2. $(\forall a \in G)\left[\phi\left(a^{-1}\right)=(\phi(a))^{-1}\right]$. preserves inverses
3. $(\forall k \in \mathbb{Z})\left[\phi\left(a^{k}\right)=(\phi(a))^{k}\right]$. preserves powers of a
4. If $H<G$, then $\phi(H)<G^{\prime}$. preserves subgroups of $G$

In particular, since $G<G$, then $\phi(G)<G^{\prime}$.
This means the image of a homomorphism is a subgroup of $G^{\prime}$.
5. If $K^{\prime}<G^{\prime}$, then $\phi^{-1}\left(K^{\prime}\right)<G$. preserves subgroups of $G^{\prime}$

Moreover, if $K^{\prime} \triangleleft G^{\prime}$, then $\phi^{-1}\left(K^{\prime}\right) \triangleleft G$.
Proof. To prove 1: we must prove $\phi(e)=e^{\prime}$.
Observe that

$$
\begin{aligned}
e^{\prime} \phi(e) & =\phi(e) \\
& =\phi(e e) \\
& =\phi(e) \phi(e)
\end{aligned}
$$

Applying the right cancellation law, we obtain $e^{\prime}=\phi(e)$, as desired.
Proof. We prove 2.

Let $a \in G$.
We must prove $\phi\left(a^{-1}\right)=(\phi(a))^{-1}$.
Observe that

$$
\begin{aligned}
e^{\prime} & =\phi(e) \\
& =\phi\left(a a^{-1}\right) \\
& =\phi(a) \phi\left(a^{-1}\right)
\end{aligned}
$$

Hence, $\phi(a)$ and $\phi\left(a^{-1}\right)$ are inverses of each other in $G^{\prime}$.
Therefore, $(\phi(a))^{-1}=\phi\left(a^{-1}\right)$, as desired.
Proof. To prove 3: define predicate $p(k): \phi\left(a^{k}\right)=(\phi(a))^{k}$ over $\mathbb{Z}$.
We must prove $(\forall k \in \mathbb{Z})(p(k))$.
Observe that $(\forall k \in \mathbb{Z})(p(k)) \Leftrightarrow\left(\forall k \in \mathbb{Z}^{+}\right)(p(k)) \wedge p(0) \wedge\left(\forall k \in \mathbb{Z}^{+}\right)(p(-k))$.
Thus, we must prove:
3a. $\left(\forall k \in \mathbb{Z}^{+}\right)(p(k))$.
3b. $p(0)$.
3c. $\left(\forall k \in \mathbb{Z}^{+}\right)(p(-k))$.
Observe that

$$
\begin{aligned}
\phi\left(a^{0}\right) & =\phi(e) \\
& =e^{\prime} \\
& =(\phi(a))^{0}
\end{aligned}
$$

Therefore, $p(0)$ is true.

We prove $\left(\forall k \in \mathbb{Z}^{+}\right)(p(k))$ by induction on $k$.
If $k=1$, then $\phi\left(a^{1}\right)=\phi(a)=(\phi(a))^{1}$, so $p(1)$ is true.
Suppose $k \in \mathbb{Z}^{+}$such that $p(k)$ is true.
Then $\phi\left(a^{k}\right)=(\phi(a))^{k}$.
Observe that

$$
\begin{aligned}
\phi\left(a^{k+1}\right) & =\phi\left(a^{k} a\right) \\
& =\phi\left(a^{k}\right) \phi(a) \\
& =(\phi(a))^{k} \phi(a) \\
& =(\phi(a))^{k+1}
\end{aligned}
$$

Hence, $\phi(k+1)$ is true, so $p(k)$ implies $p(k+1)$.
Therefore, by induction, $p(k)$ is true for all $k \in \mathbb{Z}^{+}$.

We prove $\left(\forall k \in \mathbb{Z}^{+}\right)(p(-k))$ by induction on $k$.
Let $k=1$.
Since a group homomorphism preserves inverses, then $\phi\left(a^{-1}\right)=(\phi(a))^{-1}$, so $p(-1)$ is true.

Suppose $k \in \mathbb{Z}^{+}$such that $p(-k)$ is true.
Then $\phi\left(a^{-k}\right)=(\phi(a))^{-k}$.
Observe that

$$
\begin{aligned}
\phi\left(a^{-(k+1)}\right) & =\phi\left(a^{-k-1}\right) \\
& =\phi\left(a^{-k} a^{-1}\right) \\
& =\phi\left(a^{-k}\right) \phi\left(a^{-1}\right) \\
& =(\phi(a))^{-k} \phi\left(a^{-1}\right) \\
& =(\phi(a))^{-k}(\phi(a))^{-1} \\
& =(\phi(a))^{-k-1} \\
& =(\phi(a))^{-(k+1)} .
\end{aligned}
$$

Thus, $p(-(k+1))$ is true, so $p(-k)$ implies $p(-(k+1))$.
Hence, by induction, $p(-k)$ is true for all $k \in \mathbb{Z}^{+}$.
Therefore, $p(-k)$ is true for all $k \in \mathbb{Z}$.
Proof. We prove 4.
Suppose $H<G$.
We must prove $\phi(H)<G^{\prime}$.

Let $\phi(H)$ be the image of $H$ under $\phi$.
Then $\phi(H)=\left\{\phi(h) \in G^{\prime}: h \in H\right\}$.
Thus, $\phi(H) \subset G^{\prime}$, so $\phi(H)$ is a subset of $G^{\prime}$.

Every subgroup of $G$ contains the identity of $G$.
Since $H<G$ and $e \in G$, then $e \in H$.
Since $e \in H$ and $\phi(e)=e^{\prime}$ and $e^{\prime} \in G^{\prime}$, then $e^{\prime} \in \phi(H)$.
Therefore, $\phi(H)$ is closed under the identity of $G^{\prime}$.

Let $\phi(a), \phi(b) \in \phi(H)$.
Since $\phi(a) \in \phi(H)$, then $\phi(a) \in G^{\prime}$ and $a \in H$.
Since $\phi(b) \in \phi(H)$, then $\phi(b) \in G^{\prime}$ and $b \in H$.
Since $H$ is a group and $a \in H$ and $b \in H$, then by closure of $H$, we have $a b \in H$.

Since $\phi(a) \in G^{\prime}$, then $a \in G$.
Since $\phi(b) \in G^{\prime}$, then $b \in G$.
Since $G$ is a group and $a \in G$ and $b \in G$, then by closure of $G$, we have $a b \in G$, so $\phi(a b) \in G^{\prime}$.

Since $\phi(a) \phi(b)=\phi(a b)$ and $\phi(a b) \in G^{\prime}$ and $a b \in H$, then $\phi(a) \phi(b) \in \phi(H)$.
Therefore, $\phi(H)$ is closed under the binary operation of $G^{\prime}$.

Let $\phi(a) \in \phi(H)$.
Then $a \in H$ by definition of $\phi(H)$.
Since $H$ is a group, then $a^{-1} \in H$.
Since $a^{-1} \in H$ and $\phi\left(a^{-1}\right)=(\phi(a))^{-1}$, then $(\phi(a))^{-1} \in \phi(H)$.
Consequently, $\phi(H)$ is closed under taking of inverses.

Since $\phi(H)$ is a subset of $G^{\prime}$ and is closed under the binary operation of $G^{\prime}$ and is closed under the identity of $G^{\prime}$ and is closed under inverses, then by the subgroup test, $\phi(H)$ is a subgroup of $G^{\prime}$.

Therefore, $\phi(H)<G^{\prime}$.
Proof. We prove 5:
Suppose $K^{\prime}<G^{\prime}$.
We must prove the pre-image of $K^{\prime}$ is a subgroup of $G$.
Let $K$ be the pre-image of $K^{\prime}$.
Then $K=\phi^{-1}\left(K^{\prime}\right)=\left\{a \in G: \phi(a) \in K^{\prime}\right\}$, so $K \subset G$.
Therefore, $K$ is a subset of $G$.

Let $x, y \in K$.
Since $x \in K$, then $x \in G$ and $\phi(x) \in K^{\prime}$.
Since $y \in K$, then $y \in G$ and $\phi(y) \in K^{\prime}$.
Since $G$ is a group and $x \in G$ and $y \in G$, then by closure of $G$, we have $x y \in G$.

Since $K^{\prime}<G^{\prime}$, then $K^{\prime}$ is a group.
Since $K^{\prime}$ is a group and $\phi(x) \in K^{\prime}$ and $\phi(y) \in K^{\prime}$, then by closure of $K^{\prime}$, we have $\phi(x) \phi(y) \in K^{\prime}$.

Since $x y \in G$ and $\phi(x y)=\phi(x) \phi(y)$ and $\phi(x) \phi(y) \in K^{\prime}$, then $x y \in K$.
Therefore, $K$ is closed under the binary operation of $G$.

Since $K^{\prime}<G^{\prime}$, then $e^{\prime} \in K^{\prime}$.
Since $e^{\prime}=\phi(e)$, then $\phi(e) \in K^{\prime}$.
Since $e \in G$ and $\phi(e) \in K^{\prime}$, then $e \in K$.
Therefore, $K$ is closed under the identity of $G$.

Let $x \in K$.
Then $x \in G$ and $\phi(x) \in K^{\prime}$.
Since $G$ is a group and $x \in G$, then $x^{-1} \in G$.
Since $K^{\prime}$ is a group and $\phi(x) \in K^{\prime}$, then $(\phi(x))^{-1} \in K^{\prime}$.
Since $x^{-1} \in G$ and $\phi\left(x^{-1}\right)=(\phi(x))^{-1}$ and $(\phi(x))^{-1} \in K^{\prime}$, then $x^{-1} \in K$.
Therefore, $K$ is closed under inverses.

Since $K$ is a subset of $G$ and $K$ is closed under the binary operation of $G$ and $K$ is closed under the identity of $G$ and $K$ is closed under inverses, then by the subgroup test, $K<G$.

Therefore, $\phi^{-1}\left(K^{\prime}\right)<G$.

Suppose $K^{\prime} \triangleleft G^{\prime}$.
Let $g \in G$ and $h \in K$.
Let $g^{\prime}=g h g^{-1}$.
To prove $K \triangleleft G$, we must prove $g^{\prime} \in K$, so we must prove $g^{\prime} \in G$ and $\phi\left(g^{\prime}\right) \in K^{\prime}$.

Since $g \in G$ and $G$ is a group, then $g^{-1} \in G$.
Since $K$ is a subgroup of $G$, then $K$ is a subset of $G$.
Since $h \in K$ and $K \subset G$, then $h \in G$.
Since $G$ is closed under its binary operation and $g, g^{-1}, h \in G$, then $g^{\prime} \in G$.

Observe that

$$
\begin{aligned}
\phi\left(g^{\prime}\right) & =\phi\left(g h g^{-1}\right) \\
& =\phi(g h) \phi\left(g^{-1}\right) \\
& =\phi(g) \phi(h) \phi\left(g^{-1}\right) \\
& =\phi(g) \phi(h)(\phi(g))^{-1}
\end{aligned}
$$

Since $h \in K$, then $\phi(h) \in K^{\prime}$, by definition of $K$.
Since $K^{\prime} \triangleleft G^{\prime}$, then $a b a^{-1} \in K^{\prime}$ for every $a \in G^{\prime}$ and every $b \in K^{\prime}$.
Since $\phi(g) \in G^{\prime}$ and $\phi(h) \in K^{\prime}$, then this implies $\phi(g) \phi(h)(\phi(g))^{-1} \in K^{\prime}$.
Since $\phi(g) \phi(h)(\phi(g))^{-1}=\phi\left(g^{\prime}\right)$, then $\phi\left(g^{\prime}\right) \in K^{\prime}$.
Since $g^{\prime} \in G$ and $\phi\left(g^{\prime}\right) \in K^{\prime}$, then $g^{\prime} \in K$.
Therefore, $K \triangleleft G$.
Theorem 108. Let $\phi: G \rightarrow G^{\prime}$ be a group homomorphism.
Then $\operatorname{ker}(\phi) \triangleleft G$.
Proof. We prove $K<G$.
Let $e$ be the identity of $G$ and $e^{\prime}$ be the identity of $G^{\prime}$.
Let $K=\operatorname{ker}(\phi)=\left\{g \in G: \phi(g)=e^{\prime}\right\}$.
Then $K \subset G$, so $K$ is a subset of $G$.

Let $a, b \in K$.
Then $a, b \in G$ and $\phi(a)=\phi(b)=e^{\prime}$. Thus,

$$
\begin{aligned}
\phi(a b) & =\phi(a) \phi(b) \\
& =e^{\prime} e^{\prime} \\
& =e^{\prime} .
\end{aligned}
$$

Since $a b \in G$ and $\phi(a b)=e^{\prime}$, then $a b \in K$.
Therefore, $K$ is closed under the binary operation of $G$.

Since $e \in G$ and $\phi(e)=e^{\prime}$, then $e \in K$.
Therefore, $K$ is closed under the identity of $G$.

Let $a \in K$.
Then $a \in G$ and $\phi(a)=e^{\prime}$.
Let $a^{-1} \in G$. Then

$$
\begin{aligned}
\phi\left(a^{-1}\right) & =(\phi(a))^{-1} \\
& =e^{\prime-1} \\
& =e^{\prime}
\end{aligned}
$$

Since $a^{-1} \in G$ and $\phi\left(a^{-1}\right)=e^{\prime}$, then $a^{-1} \in K$.
Therefore, $K$ is closed under inverses.

Since $K$ is a subset of $G$ and $K$ is closed under the binary operation of $G$ and $K$ is closed under the identity of $G$ and $K$ is closed under inverses, then by the subgroup test, $K<G$.

Proof. To prove $K$ is normal in $G$, we must prove $(\forall g \in G)(\forall h \in K)\left(g h g^{-1} \in\right.$ $K)$.

Let $g \in G$ and $h \in K$.
Since $h \in K$, then $h \in G$ and $\phi(h)=e^{\prime}$.
Since $g \in G$ and $G$ is a group, then $g^{-1} \in G$.
Since $g, g^{-1}, h \in G$ and $G$ is closed under its binary operation, then $g h g^{-1} \in$ $G$.

Observe that

$$
\begin{aligned}
\phi\left(g h g^{-1}\right) & =\phi(g) \phi(h) \phi\left(g^{-1}\right) \\
& =\phi(g) e^{\prime} \phi\left(g^{-1}\right) \\
& =\phi(g) \phi\left(g^{-1}\right) \\
& =\phi\left(g g^{-1}\right) \\
& =\phi(e) \\
& =e^{\prime}
\end{aligned}
$$

Since $g h g^{-1} \in G$ and $\phi\left(g h g^{-1}\right)=e^{\prime}$, then $g h g^{-1} \in K$.
Therefore, $K \triangleleft G$.
Theorem 109. Let $\phi: G \rightarrow G^{\prime}$ be a group homomorphism.
If $\phi$ is injective, then $G \cong \phi(G)$.
Solution. Suppose $\phi$ is injective.
To prove $G \cong \phi(G)$, we must prove there exists an isomorphism $f: G \rightarrow$ $\phi(G)$.

Proof. Suppose $\phi$ is injective.
Let $f: G \rightarrow \phi(G)$ be the restriction of $\phi$ to $\phi(G)$.
Then $f(g)=\phi(g)$ for all $g \in G$.
Clearly, $f$ is a function.

Let $a, b \in G$.
Since $\phi$ is a homomorphism, then $\phi(a b)=\phi(a) \phi(b)$ and $\phi(G)<G^{\prime}$.
Observe that

$$
\begin{aligned}
f(a b) & =\phi(a b) \\
& =\phi(a) \phi(b) \\
& =f(a) f(b)
\end{aligned}
$$

Hence, $f$ is a group homomorphism.

Suppose $f(a)=f(b)$.
Then $\phi(a)=\phi(b)$.
Since $\phi$ is injective, then $\phi(a)=\phi(b)$ implies $a=b$.
Hence, $a=b$.
Therefore, $f(a)=f(b)$ implies $a=b$, so $f$ is injective.

Let $b \in \phi(G)$.
By definition of $\phi(G)$, there exists $a \in G$ such that $\phi(a)=b$.
Since $f(a)=\phi(a)=b$, then there exists $a \in G$ such that $f(a)=b$.
Therefore, $f$ is surjective.

Since $f$ is injective and surjective, then $f$ is bijective.
Thus, $f$ is a bijective homomorphism, so $f: G \rightarrow \phi(G)$ is an isomorphism. Therefore, $G \cong \phi(G)$.

Theorem 110. Let $\phi: G \rightarrow G^{\prime}$ be a group homomorphism.
Let $e$ be the identity of $G$.
Then $\phi$ is injective if and only if $\operatorname{ker}(\phi)=\{e\}$.
Solution. Consider if the kernel of a homomorphism has more than one element, then by the pigeonhole principle there will be at least two elements in the kernel which map to $e^{\prime} \in G^{\prime}$.

Hence, $\phi$ would not be one to one.
Now, let's suppose the kernel has exactly one element in it.
Then the only element that maps to $e^{\prime}$ is $e \in G$.
We must prove $P \Leftrightarrow Q$ :

1. Necessary ONLY IF $\Rightarrow \phi$ is injective, then $\operatorname{ker}(\phi)=\{e\}$.
2. Sufficient IF $\operatorname{ker}(\phi)=\{e\}$, then $\phi$ is injective.

Proof. Let $e^{\prime}$ be the identity of $G^{\prime}$.
We prove if $\phi$ is injective, then $\operatorname{ker}(\phi)=\{e\}$.
Suppose $\phi$ is injective.
Let $a \in \operatorname{ker}(\phi)$.
Then $a \in G$ and $\phi(a)=e^{\prime}$.
Observe that $\phi(e)=e^{\prime}=\phi(a)$.
Since $\phi$ is injective, then $\phi(e)=\phi(a)$ implies $e=a$.

Hence, $e=a$, so $a \in\{e\}$.
Thus, $a \in \operatorname{ker}(\phi)$ implies $a \in\{e\}$, so $\operatorname{ker}(\phi) \subset\{e\}$.
Since $e \in G$ and $\phi(e)=e^{\prime}$, then $e \in \operatorname{ker}(\phi)$.
Hence, $\{e\} \subset \operatorname{ker}(\phi)$.
Since $\operatorname{ker}(\phi) \subset\{e\}$ and $\{e\} \subset \operatorname{ker}(\phi)$, then $\operatorname{ker}(\phi)=\{e\}$, as desired.
Proof. We prove if $\operatorname{ker}(\phi)=\{e\}$, then $\phi$ is injective.
Conversely, suppose $\operatorname{ker}(\phi)=\{e\}$.
To prove $\phi$ is injective, we must prove $(\forall a, b \in G)(\phi(a)=\phi(b) \rightarrow a=b)$.
Let $a, b \in G$ such that $\phi(a)=\phi(b)$.
Observe that

$$
\begin{aligned}
e^{\prime} & =\phi(a)[\phi(a)]^{-1} \\
& =\phi(b)[\phi(a)]^{-1} \\
& =\phi(b) \phi\left(a^{-1}\right) \\
& =\phi\left(b a^{-1}\right) .
\end{aligned}
$$

Since $\phi\left(b a^{-1}\right)=e^{\prime}$ and $b a^{-1} \in G$, then $b a^{-1} \in \operatorname{ker}(\phi)$.
Since $\operatorname{ker}(\phi)=\{e\}$, then, $b a^{-1} \in\{e\}$, so $b a^{-1}=e$.
Observe that

$$
\begin{aligned}
a & =e a \\
& =\left(b a^{-1}\right) a \\
& =b\left(a^{-1} a\right) \\
& =b e \\
& =b
\end{aligned}
$$

Therefore, $a=b$, as desired.
Theorem 111. Let $\phi: G \rightarrow G^{\prime}$ be a group homomorphism.
Let $e$ be the identity of $G$. Then

1. $\phi$ is an epimorphism iff $\operatorname{Im}(\phi)=G^{\prime}$.
2. $\phi$ is a monomorphism iff $\operatorname{ker}(\phi)=\{e\}$.
3. $\phi$ is an isomorphism iff $\operatorname{ker}(\phi)=\{e\}$ and $\operatorname{Im}(\phi)=G^{\prime}$.

Proof. We prove 1.
Suppose $\phi$ is an epimorphism.
Then $\phi$ is surjective, so the image of $\phi$ is $G^{\prime}$.
Therefore, $\operatorname{Im}(\phi)=G^{\prime}$.
Conversely, suppose $\operatorname{Im}(\phi)=G^{\prime}$. Then $\phi$ is surjective, so $\phi$ is an epimorphism.

Proof. We prove 2.
Suppose $\phi$ is a monomorphism.
Then $\phi$ is injective.
The homomorphism $\phi$ is injective iff $\operatorname{ker}(\phi)=\{e\}$.
Therefore, $\operatorname{ker}(\phi)=\{e\}$.

Conversely, suppose $\operatorname{ker}(\phi)=\{e\}$.
The homomorphism $\phi$ is injective iff $\operatorname{ker}(\phi)=\{e\}$.
Therefore, $\phi$ is injective, so $\phi$ is a monomorphism.
Proof. We prove 3.
Suppose $\phi$ is an isomorphism.
Then $\phi$ is bijective, so $\phi$ is injective and surjective.
Since $\phi$ is surjective, then $\operatorname{Im}(\phi)=G^{\prime}$.
Since $\phi$ is injective and a homomorphism $\phi$ is injective iff $\operatorname{ker}(\phi)=\{e\}$, then $\operatorname{ker}(\phi)=\{e\}$.

Therefore, $\operatorname{ker}(\phi)=\{e\}$ and $\operatorname{Im}(\phi)=G^{\prime}$.

Conversely, suppose $\operatorname{ker}(\phi)=\{e\}$ and $\operatorname{Im}(\phi)=G^{\prime}$.
Since $\operatorname{ker}(\phi)=\{e\}$ iff $\phi$ is injective and $\operatorname{ker}(\phi)=\{e\}$, then $\phi$ is injective.
Since $\operatorname{Im}(\phi)=G^{\prime}$, then $\phi$ is surjective.
Since $\phi$ is injective and surjective, then $\phi$ is bijective.
Since $\phi$ is a homomorphism and $\phi$ is bijective, then $\phi$ is an isomorphism.
Theorem 112. The composition of group homomorphisms is a group homomorphism.

Proof. Let $f_{1}: G \rightarrow G^{\prime}$ be a group homomorphism.
Let $f_{2}: G^{\prime} \rightarrow G^{\prime \prime}$ be a group homomorphism.
Let $f_{2} \circ f_{1}: G \rightarrow G^{\prime \prime}$ be the composition of $f_{1}$ and $f_{2}$.
We must prove $f_{2} \circ f_{1}$ is a group homomorphism.

Let $a, b \in G$.
Then

$$
\begin{aligned}
\left(f_{2} \circ f_{1}\right)(a b) & =f_{2}\left[f_{1}(a b)\right] \\
& =f_{2}\left[f_{1}(a) f_{1}(b)\right] \\
& =f_{2}\left[f_{1}(a)\right] * f_{2}\left[f_{1}(b)\right] \\
& =\left(f_{2} \circ f_{1}\right)(a) *\left(f_{2} \circ f_{1}\right)(b)
\end{aligned}
$$

Hence, $\left(f_{2} \circ f_{1}\right)(a b)=\left(f_{2} \circ f_{1}\right)(a) *\left(f_{2} \circ f_{1}\right)(b)$.
Therefore, $f_{2} \circ f_{1}: G \rightarrow G^{\prime \prime}$ is a group homomorphism.
Theorem 113. Let $\phi: G \rightarrow G^{\prime}$ be a group homomorphism with kernel $K$.
Then $x K=K x=\phi^{-1}(\phi(x))$ for all $x \in G$.
Proof. Let $e^{\prime}$ be the identity of $G^{\prime}$.
Let $x \in G$.
Observe that $\phi^{-1}(\phi(x))=\{a \in G: \phi(a)=\phi(x)\}$, by definition of preimage of an element.

Observe that $K=\operatorname{ker}(\phi)=\left\{a \in G: \phi(a)=e^{\prime}\right\}$ and $x K=\{x k: k \in K\}$.

Let $x k \in x K$.
Then $k \in K$, so $k \in G$ and $\phi(k)=e^{\prime}$.
Since $K<G$, then $K \subset G$.
Since $k \in K$ and $K \subset G$, then $k \in G$.
By closure of $G, x k \in G$.
Observe that

$$
\begin{aligned}
\phi(x k) & =\phi(x) \phi(k) \\
& =\phi(x) e^{\prime} \\
& =\phi(x)
\end{aligned}
$$

Since $x k \in G$ and $\phi(x k)=\phi(x)$, then $x k \in \phi^{-1}(\phi(x))$.
Thus, $x k \in x K$ implies $x k \in \phi^{-1}(\phi(x))$, so $x K \subset \phi^{-1}(\phi(x))$.
Let $a \in \phi^{-1}(\phi(x))$.
Then $a \in G$ and $\phi(a)=\phi(x)$.
Let $k=x^{-1} a$.
Since $x^{-1}, a \in G$, then by closure of $G, k \in G$.
Observe that

$$
\begin{aligned}
\phi(k) & =\phi\left(x^{-1} a\right) \\
& =\phi\left(x^{-1}\right) \phi(a) \\
& =(\phi(x))^{-1} \phi(a) \\
& =(\phi(a))^{-1} \phi(a) \\
& =e^{\prime} .
\end{aligned}
$$

Since $k \in G$ and $\phi(k)=e^{\prime}$, then $k \in K$.
Hence, there exists $k \in K$ such that $k=x^{-1} a$, so there exists $k \in K$ such that $x k=a$.

Thus, $a \in x K$.
Therefore, $a \in \phi^{-1}(\phi(x))$ implies $a \in x K$, so $\phi^{-1}(\phi(x)) \subset x K$.
Since $x K \subset \phi^{-1}(\phi(x))$ and $\phi^{-1}(\phi(x)) \subset x K$, then $x K=\phi^{-1}(\phi(x))$.
Since $K \triangleleft G$, then $x K=K x$.
Therefore, $x K=K x=\phi^{-1}(\phi(x))$.
Corollary 114. If $G$ is a finite group and $\phi: G \rightarrow G^{\prime}$ is a group homomorphism, then $|G|=|\operatorname{ker}(\phi)||\operatorname{Im}(\phi)|$.

Proof. Let $G$ be a finite group and $\phi: G \rightarrow G^{\prime}$ be a group homomorphism with kernel $K$.

Then $\operatorname{Im}(\phi)=\phi(G)=\left\{\phi(g) \in G^{\prime}: g \in G\right\}$.
Let $\phi(g) \in \operatorname{Im}(\phi)$.
Then $g \in G$ and the preimage of $\phi(g)$ is the left coset $g K$.
Thus, $|\operatorname{Im}(\phi)|$ is the number of distinct left cosets of $K$ in $G$.
Therefore, $|\operatorname{Im}(\phi)|=[G: K]=\frac{|G|}{|K|}$, so $|G|=|K||\operatorname{Im}(\phi)|$.

Theorem 115. Let $G$ be a group.
If $N \triangleleft G$, then $\eta: G \mapsto \frac{G}{N}$ defined by $\eta(a)=a N$ for all $a \in G$ is $a$ homomorphism such that $\operatorname{ker}(\eta)=N$.

We call $\eta$ the natural homomorphism from $G$ onto $\frac{G}{N}$.
Proof. Suppose $N$ is a normal subgroup of $G$.
Then $\frac{G}{N}$ is a group under coset multiplication with identity $N$.
Suppose $a, b \in G$ such that $a=b$.
Then $\eta(a)=a N$ and $\eta(b)=b N$.
Since $a=b$ and $b \in b N$, then $a \in b N$.
Thus, $a N=b N$, so $\eta(a)=\eta(b)$.
Hence, $a=b$ implies $\eta(a)=\eta(b)$, so $\eta$ is well defined.
Therefore, $\eta$ is a function.

Let $a, b \in G$.
Then $\eta(a b)=(a b) N=(a N)(b N)=\eta(a) \eta(b)$.
Therefore, $\eta$ is a homomorphism.
Let $b N \in \frac{G}{N}$.
Then $b \in G$, by definition of $\frac{G}{N}$.
Observe that $\eta(b)=b N$.
Hence, there exists $b \in G$ such that $\eta(b)=b N$, so $\eta$ is surjective.
Observe that $\operatorname{ker}(\eta)=\{g \in G: \eta(g)=N\}$.
Let $x \in \operatorname{ker}(\eta)$.
Then $x \in G$ and $N=\eta(x)=x N$.
Since $x \in x N$ and $x N=N$, then $x \in N$.
Thus, $x \in \operatorname{ker}(\eta)$ implies $x \in N$, so $\operatorname{ker}(\eta) \subset N$.

Let $y \in N$.
Since $N$ is a subgroup of $G$, then $N$ is a subset of $G$.
Since $y \in N$ and $N \subset G$, then $y \in G$.
Since $y \in y N$ and $y \in N$, then $y N=N$.
Thus, $\eta(y)=y N=N$.
Since $y \in G$ and $\eta(y)=N$, then $y \in \operatorname{ker}(\eta)$.
Hence, $y \in N$ implies $y \in \operatorname{ker}(\eta)$, so $N \subset \operatorname{ker}(\eta)$.
Since $\operatorname{ker}(\eta) \subset N$ and $N \subset \operatorname{ker}(\eta)$, then $\operatorname{ker}(\eta)=N$.

## Isomorphisms

Lemma 116. The isomorphism relation on groups is reflexive.

Proof. Let $(G, *)$ be a group.
To prove the isomorphic relation is reflexive, we must prove $G \cong G$.
Let $\phi: G \rightarrow G$ be defined by $\phi(x)=x$ for all $x \in G$.
Then $\phi$ is the identity map and is bijective.

Let $a, b \in G$.
Then $\phi(a b)=a b=\phi(a) \phi(b)$.
Therefore, $\phi$ is a homomorphism.

Since $\phi$ is a homomorphism and $\phi$ is bijective, then $\phi: G \rightarrow G$ is an isomorphism.

Therefore, $G \cong G$.
Lemma 117. The isomorphism relation on groups is symmetric.
Proof. Let $(G, *)$ and $(H, \cdot)$ be a groups.
To prove is isomorphic to is symmetric, we must prove if $G \cong H$, then $H \cong G$.

Suppose $G \cong H$.
Then there exists an isomorphism from $G$ to $H$.
Let $\phi: G \rightarrow H$ be an isomorphism.
Then $\phi$ is a bijective function and is a homomorphism.
Since $\phi$ is bijective, then the inverse function exists.
Let $\phi^{-1}: H \rightarrow G$ be the inverse function of $\phi$.

Since $\left(\phi^{-1}\right)^{-1}=\phi$, then $\phi^{-1}$ is invertible.
All invertible functions are bijective, so $\phi^{-1}$ is bijective.
Therefore, $\phi^{-1}$ is a bijective function.

We prove $\phi^{-1}$ is a homomorphism.
Let $b_{1}, b_{2} \in H$.
Since $\phi$ is bijective, then $\phi$ is surjective.
Thus there exists $a_{1}, a_{2} \in G$ such that $\phi\left(a_{1}\right)=b_{1}$ and $\phi\left(a_{2}\right)=b_{2}$.
Hence, $\phi^{-1}\left(b_{1}\right)=a_{1}$ and $\phi^{-1}\left(b_{2}\right)=a_{2}$.

Since $\phi$ and $\phi^{-1}$ are inverses, then $\phi^{-1} \circ \phi=i d$.
Hence, $\left(\phi^{-1} \circ \phi\right)(x)=x$ for all $x \in G$.
Since $G$ is closed under $*$ and $a_{1}, a_{2} \in G$, then $a_{1} a_{2} \in G$.
Thus, $\left(\phi^{-1} \circ \phi\right)\left(a_{1} a_{2}\right)=a_{1} a_{2}$.

Observe that

$$
\begin{aligned}
\phi^{-1}\left(b_{1} b_{2}\right) & =\phi^{-1}\left(\phi\left(a_{1}\right) \phi\left(a_{2}\right)\right) \\
& =\phi^{-1}\left(\phi\left(a_{1} a_{2}\right)\right) \\
& =\left(\phi^{-1} \circ \phi\right)\left(a_{1} a_{2}\right) \\
& =a_{1} a_{2} \\
& =\phi^{-1}\left(b_{1}\right) \phi^{-1}\left(b_{2}\right) .
\end{aligned}
$$

Thus, $\phi^{-1}\left(b_{1} b_{2}\right)=\phi^{-1}\left(b_{1}\right) \phi^{-1}\left(b_{2}\right)$, so $\phi^{-1}$ is a homomorphism.
Since $\phi^{-1}$ is a bijective homomorphism, then $\phi^{-1}: H \rightarrow G$ is an isomorphism.

Therefore, $H \cong G$.
Lemma 118. The isomorphism relation on groups is transitive.
Proof. Let $(G, *),(H, \cdot),(K, \diamond)$ be groups.
To prove is isomorphic to is transitive, we must prove if $G \cong H$ and $H \cong K$, then $G \cong K$.

Suppose $G \cong H$ and $H \cong K$.
Then there exist isomorphisms $\phi: G \rightarrow H$ and $\psi: H \rightarrow K$.
Thus, $\phi$ is a bijective homomorphism and $\psi$ is a bijective homomorphism.
Since $\phi$ is a bijective homomorphism, then $\phi$ is a homomorphism and $\phi$ is a bijection.

Since $\psi$ is a bijective homomorphism, then $\psi$ is a homomorphism and $\psi$ is a bijection.

Let $\psi \circ \phi: G \rightarrow K$ be the composition of $\phi$ and $\psi$.
The composition of bijections is a bijection.
Since $\phi$ is a bijection and $\psi$ is a bijection, then $\psi \circ \phi$ is a bijection.

The composition of group homomorphisms is a group homomorphism.
Since $\phi$ is a homomorphism and $\psi$ is a homomorphism, then $\psi \circ \phi$ is a homomorphism.

Since $\psi \circ \phi$ is a bijection and $\psi \circ \phi$ is a homomorphism, then $\psi \circ \phi: G \rightarrow K$ is an isomorphism.

Therefore, $G \cong K$.
Theorem 119. The isomorphism relation on groups is an equivalence relation on the class of all groups.

Proof. The isomorphism relation on the class of all groups is reflexive, symmetric, and transitive.

Therefore, the isomorphism relation is an equivalence relation.

Theorem 120. preservation properties of a group isomorphism
Let $\phi: G \rightarrow G^{\prime}$ be a group isomorphism. Then

1. $|G|=\left|G^{\prime}\right|$. preserves cardinality
2. If $G$ is abelian, then $G^{\prime}$ is abelian. preserves commutativity
3. If $G$ is cyclic, then $G^{\prime}$ is cyclic. preserves cyclic property
4. If $H$ is a subgroup of $G$ of order $n$, then $\phi(H)$ is a subgroup of $G^{\prime}$ of order $n$. preserves finite subgroups
5. $\left(\forall a \in G, n \in \mathbb{Z}^{+}\right)(|a|=n \rightarrow|\phi(a)|=n)$. preserves finite order of an element

Proof. We prove 1.
Since $\phi$ is an isomorphism, then $\phi$ is a bijective homomorphism, so $\phi$ is a bijection.

Thus, $\phi$ is a bijective function from $G$ to $G^{\prime}$.
Since there exists a bijective function from $G$ to $G^{\prime}$, then $|G|=\left|G^{\prime}\right|$.
Proof. We prove 2.
Suppose $G$ is abelian.
Let $a^{\prime}, b^{\prime} \in G^{\prime}$.
Since $\phi$ is an isomorphism, then $\phi$ is a bijective homomorphism, so $\phi$ is a bijective function.

Hence, $\phi$ is surjective, so there exists $a \in G$ such that $\phi(a)=a^{\prime}$ and there exists $b \in G$ such that $\phi(b)=b^{\prime}$.

Observe that

$$
\begin{aligned}
a^{\prime} \cdot b^{\prime} & =\phi(a) \cdot \phi(b) \\
& =\phi(a b) \\
& =\phi(b a) \\
& =\phi(b) \cdot \phi(a) \\
& =b^{\prime} \cdot a^{\prime}
\end{aligned}
$$

Therefore, $a^{\prime} b^{\prime}=b^{\prime} a^{\prime}$, so $G^{\prime}$ is abelian.
Proof. We prove 3.
Suppose $G$ is cyclic.
Then there exists $g \in G$ such that $G=\left\{g^{k}: k \in \mathbb{Z}\right\}$.
Since $\phi$ is a function, then there exists a unique $g^{\prime} \in G^{\prime}$ such that $\phi(g)=g^{\prime}$.

Every element of a group generates a cyclic subgroup.
Since $g^{\prime} \in G^{\prime}$ and $G^{\prime}$ is a group, then $g^{\prime}$ generates a cyclic subgroup.
Let $T$ be the cyclic subgroup of $G^{\prime}$ generated by $g^{\prime}$.
Then $T=\left\{\left(g^{\prime}\right)^{k}: k \in \mathbb{Z}\right\}$.
Since $T$ is a subgroup of $G^{\prime}$, then $T$ is a subset of $G^{\prime}$, so $T \subset G^{\prime}$.

Let $b \in G^{\prime}$.
Since $\phi$ is surjective, then there exists $a \in G$ such that $\phi(a)=b$.
Since $a \in G$, then there exists $m \in \mathbb{Z}$ such that $a=g^{m}$.
Observe that

$$
\begin{aligned}
\left(g^{\prime}\right)^{m} & =(\phi(g))^{m} \\
& =\phi\left(g^{m}\right) \\
& =\phi(a) \\
& =b .
\end{aligned}
$$

Thus, there exists $m \in \mathbb{Z}$ such that $b=\left(g^{\prime}\right)^{m}$, so $b \in T$.
Hence, $b \in G^{\prime}$ implies $b \in T$, so $G^{\prime} \subset T$.
Since $G^{\prime} \subset T$ and $T \subset G^{\prime}$, then $G^{\prime}=T$.
Therefore, there exists $g^{\prime} \in G^{\prime}$ such that $G^{\prime}=T$, so $G^{\prime}$ is cyclic.
Proof. We prove 4.
Suppose $H$ is a subgroup of $G$ of order $n$.
Then $n$ is a positive integer and $|H|=n$.

Since $\phi$ is an isomorphism, then $\phi$ is a bijective homomorphism, so $\phi$ is a bijective function and $\phi$ is a homomorphism.

Every homomorphism preserves subgroups.
Since $\phi$ is a homomorphism, then $\phi$ preserves subgroups.
Thus, if $H$ is a subgroup of $G$, then $\phi(H)$ is a subgroup of $G^{\prime}$.
Since $H$ is a subgroup of $G$, then we conclude $\phi(H)$ is a subgroup of $G^{\prime}$.

Let $\phi^{\prime}: H \rightarrow \phi(H)$ be the function defined by $\phi^{\prime}(h)=\phi(h)$ for all $h \in H$.
We prove $\phi^{\prime}$ is surjective.
Let $b \in \phi(H)$.
Then $b=\phi(a)$ for some $a \in H$, so $\phi^{\prime}(a)=\phi(a)=b$.
Since $\phi^{\prime}(a)=b$ for some $a \in H$, then $\phi^{\prime}$ is surjective.

We prove $\phi^{\prime}$ is injective.
Let $x, y \in H$ such that $\phi^{\prime}(x)=\phi^{\prime}(y)$.
Then $\phi(x)=\phi^{\prime}(x)=\phi^{\prime}(y)=\phi(y)$.
Since $\phi$ is bijective, then $\phi$ is injective, so for every $a, b \in G, \phi(a)=\phi(b)$ implies $a=b$.

Since $H<G$, then $H \subset G$.
Since $x \in H$ and $H \subset G$, then $x \in G$.
Since $y \in H$ and $H \subset G$, then $y \in G$.
Since $x \in G$ and $y \in G$, then $\phi(x)=\phi(y)$ implies $x=y$.
Since $\phi(x)=\phi(y)$, then we conclude $x=y$.
Therefore, $\phi^{\prime}$ is injective.

Since $\phi^{\prime}$ is injective and surjective, then $\phi^{\prime}$ is bijective, so $|H|=|\phi(H)|$.
Thus, $n=|H|=|\phi(H)|$.

Since $\phi(H)$ is a subgroup of $G^{\prime}$ and $|\phi(H)|=n$, then $\phi(H)$ is a subgroup of $G^{\prime}$ of order $n$.

Proof. We prove 5.
Let $a$ be an arbitrary element of $G$ of finite order $n$.
Then $a \in G$ and $|a|=n$.
The order of $a$ is the order of the cyclic group generated by $a$.
Let $H$ be the cyclic subgroup of $G$ generated by $a$.
Then $H=\left\{a^{k}: k \in \mathbb{Z}\right\}$ and $H<G$ and $|H|=n$ and $a \in H$.

Since $\phi$ is an isomorphism, then if $H$ is a subgroup of $G$ of order $n$, then the image of $H$ is a subgroup of $G^{\prime}$ of order $n$.

Since $H$ is a subgroup of $G$ of order $n$, then we conclude the image of $H$ is a subgroup of $G^{\prime}$ of order $n$.

Let $\phi(H)$ be the image of $H$ under $\phi$.
Then $\phi(H)=\left\{\phi(h) \in G^{\prime}: h \in H\right\}$ and $\phi(H)<G^{\prime}$ and $|\phi(H)|=n$.
Thus, $|H|=|\phi(H)|$.
Since $G^{\prime}$ is a group, then every element of $G^{\prime}$ generates a cyclic subgroup of $G^{\prime}$.

Since $\phi(a) \in G^{\prime}$, then $\phi(a)$ generates a cyclic subgroup of $G^{\prime}$.
Let $H^{\prime}$ be the cyclic subgroup of $G^{\prime}$ generated by $\phi(a)$.
Then $H^{\prime}=\left\{(\phi(a))^{k}: k \in \mathbb{Z}\right\}$.
The order of $\phi(a)$ is the order of the cyclic subgroup generated by $\phi(a)$.
Thus, $|\phi(a)|=\left|H^{\prime}\right|$.

The cyclic subgroup of $G^{\prime}$ generated by $\phi(a)$ is the smallest subgroup of $G^{\prime}$ that contains $\phi(a)$.

Thus, if $K$ is a subgroup of $G^{\prime}$ that contains $\phi(a)$, then $H^{\prime} \subset K$.
Since $a \in H$ and $\phi(a) \in G^{\prime}$, then $\phi(a) \in \phi(H)$.
Since $\phi(H)$ is a subgroup of $G^{\prime}$ that contains $\phi(a)$, then $H^{\prime} \subset \phi(H)$.

Let $h^{\prime} \in \phi(H)$.
Then there exists $h \in H$ such that $h^{\prime}=\phi(h) \in G^{\prime}$.
Since $h \in H$, then there exists $k \in \mathbb{Z}$ such that $h=a^{k}$.
Thus, $h^{\prime}=\phi(h)=\phi\left(a^{k}\right)=(\phi(a))^{k}$.
Hence, there exists $k \in \mathbb{Z}$ such that $h^{\prime}=(\phi(a))^{k}$, so $h^{\prime} \in H^{\prime}$.
Therefore, $h^{\prime} \in \phi(H)$ implies $h^{\prime} \in H^{\prime}$, so $\phi(H) \subset H^{\prime}$.
Since $\phi(H) \subset H^{\prime}$ and $H^{\prime} \subset \phi(H)$, then $\phi(H)=H^{\prime}$.
Thus, $n=|H|=|\phi(H)|=\left|H^{\prime}\right|=|\phi(a)|$.
Therefore, $|\phi(a)|=n$, as desired.
Theorem 121. Every cyclic group of infinite order is isomorphic to $(\mathbb{Z},+)$.

Proof. Let $f: \mathbb{Z} \rightarrow H$ be a binary relation defined by $n \mapsto a^{n}$ for all $n \in \mathbb{Z}$.
Let $n \in \mathbb{Z}$.
Then $f(n)=a^{n} \in H$.
Let $n_{1}, n_{2} \in \mathbb{Z}$ such that $n_{1}=n_{2}$.
Then $f\left(n_{1}\right)=a^{n_{1}}=a^{n_{2}}=f\left(n_{2}\right)$.
Thus, $n_{1}=n_{2}$ implies $f(n 1)=f\left(n_{2}\right)$, so $f$ is well defined.
Therefore, $f$ is a function.
Let $s, t \in \mathbb{Z}$ such that $a^{s}=a^{t}$. Observe that $a^{s-t}=a^{s} a^{-t}=a^{t} a^{-t}=a^{t-t}=$ $a^{0}=e$. Thus, $a^{s-t}=e$. Since $a$ is of infinite order and $s-t \in \mathbb{Z}$, then $a^{s-t}=e$ iff $s-t=0$. Hence, $s-t=0$, so $s=t$.

Thus, $a^{s}=a^{t}$ implies $s=t$, so $f$ is injective. Since $a^{s}=a^{t}$ implies $s=t$, then $s \neq t$ implies $a^{s} \neq a^{t}$. Hence, each power of $a$ is distinct.

Let $b \in H$. Then there exists $k \in \mathbb{Z}$ such that $b=a^{k}$. Observe that $f(k)=$ $a^{k}=b$. Hence, there exists $k \in \mathbb{Z}$ such that $f(k)=b$. Therefore, $f$ is surjective.

Since $f$ is injective and surjective, then $f$ is bijective. Thus, $f: \mathbb{Z} \mapsto H$ is a bijective function.

We prove $f$ is a group homomorphism from $(\mathbb{Z},+)$ to $(H, *)$. Let $m, n \in \mathbb{Z}$.
Observe that

$$
\begin{aligned}
f(m+n) & =a^{m+n} \\
& =a^{m} a^{n} \\
& =f(m) f(n)
\end{aligned}
$$

Hence, $f(m+n)=f(m) f(n)$, so $f$ is a group homomorphism. Since $f$ is a bijective homomorphism, then $f: \mathbb{Z} \rightarrow H$ is an isomorphism. Therefore, $\mathbb{Z} \cong H$, so $H \cong \mathbb{Z}$. Since $H$ is arbitrary, then every cyclic group of infinite order is isomorphic to $(\mathbb{Z},+)$. Thus, $H=\left\{a^{k}: k \in \mathbb{Z}\right\}=\left\{\ldots, a^{-3}, a^{-2}, a^{-1}, a^{0}, a^{1}, a^{2}, a^{3}, \ldots\right\}$ and $|H|=\infty$.

Theorem 122. Every cyclic group of finite order $n$ is isomorphic to $\left(\mathbb{Z}_{n},+\right)$.
Proof. Let $(G, *)$ be a cyclic group of finite order $n$.
Then $|G|=n$.
We must prove $G \cong \mathbb{Z}_{n}$.
Since $G$ is cyclic, then there exists $a \in G$ such that $G=\left\{a^{k}: k \in \mathbb{Z}\right\}$.
Thus, $n=|G|=\left|\left\{a^{k}: k \in \mathbb{Z}\right\}\right|$.
The order of $a$ is the order of the cyclic subgroup of $G$ generated by $a$.
Thus, the order of $a$ is the order of $G$, so $|a|=n$.
Let $\phi: \mathbb{Z}_{n} \rightarrow G$ be a binary relation defined by $\phi([k])=a^{k}$ for all $[k] \in \mathbb{Z}_{n}$.
Let $[k] \in \mathbb{Z}_{n}$.
Then $\phi([k])=a^{k} \in G$.
Suppose $[x],[y] \in \mathbb{Z}_{n}$ such that $[x]=[y]$.
Then $x \equiv y(\bmod n)$.

Since $a$ has finite order $n$, then $x \equiv y(\bmod n)$ iff $a^{x}=a^{y}$.
Hence, $a^{x}=a^{y}$, so $\phi([x])=\phi([y])$.
Thus, $[x]=[y]$ implies $\phi([x])=\phi([y])$, so $\phi$ is well defined.
Therefore, $\phi$ is a function.
Let $[x],[y] \in \mathbb{Z}_{n}$.
Then

$$
\begin{aligned}
\phi([x]+[y]) & =\phi([x+y]) \\
& =a^{x+y} \\
& =a^{x} a^{y} \\
& =\phi([x]) \phi([y]) .
\end{aligned}
$$

Therefore, $\phi$ is a homomorphism.
Let $[x],[y] \in \mathbb{Z}_{n}$ such that $\phi([x])=\phi([y])$.
Then $a^{x}=a^{y}$.
Since $a$ has finite order, then $a^{x}=a^{y}$ iff $x \equiv y(\bmod n)$.
Thus, $x \equiv y(\bmod n)$, so $[x]=[y]$.
Hence, $\phi([x])=\phi([y])$ implies $[x]=[y]$, so $\phi$ is injective.
Let $y \in G$.
Then there exists $k \in \mathbb{Z}$ such that $y=a^{k}$, by definition of $G$.
Thus, $[k] \in \mathbb{Z}_{n}$ and $\phi([k])=a^{k}=y$.
Hence, there exists $[k] \in \mathbb{Z}_{n}$ such that $\phi([k])=y$.
Therefore, $\phi$ is surjective.
Since $\phi$ is injective and surjective, then $\phi$ is bijective.
Thus, $\phi$ is a bijective homomorphism, so $\phi: \mathbb{Z}_{n} \rightarrow G$ is an isomorphism.
Therefore, $\mathbb{Z}_{n} \cong G$, so $G \cong \mathbb{Z}_{n}$.
Corollary 123. Every group of prime order $p$ is isomorphic to $\left(\mathbb{Z}_{p},+\right)$.
Proof. Let $G$ be a group of prime order $p$.
Every group of prime order is cyclic.
Therefore, $G$ is cyclic.
Every cyclic group of finite order $n$ is isomorphic to $\left(\mathbb{Z}_{n},+\right)$.
Thus, every cyclic group of finite order $p$ is isomorphic to $\left(\mathbb{Z}_{p},+\right)$.
Since $G$ is a cyclic group of finite order $p$, then $G$ is isomorphic to $\mathbb{Z}_{p}$.
Proposition 124. Let $G$ be an abelian group with subgroups $H$ and $K$.
If $H K=G$ and $H \cap K=\{e\}$, then $G \cong H \times K$.
Proof. Let $e$ be the identity of $G$.
Suppose $H K=G$ and $H \cap K=\{e\}$.
Let $\phi: H \times K \rightarrow G$ be defined by $\phi(h, k)=h k$ for all $(h, k) \in H \times K$.
Clearly, $\phi$ is a function.

Let $\left(h_{1}, k_{1}\right),\left(h_{2}, k_{2}\right) \in H \times K$.
Then

$$
\begin{aligned}
\phi\left(\left(h_{1}, k_{1}\right)\left(h_{2}, k_{2}\right)\right) & =\phi\left(h_{1} h_{2}, k_{1} k_{2}\right) \\
& =\left(h_{1} h_{2}\right)\left(k_{1} k_{2}\right) \\
& =h_{1}\left(h_{2} k_{1}\right) k_{2} \\
& =h_{1}\left(k_{1} h_{2}\right) k_{2} \\
& =\left(h_{1} k_{1}\right)\left(h_{2} k_{2}\right) \\
& =\phi\left(h_{1}, k_{1}\right) \phi\left(h_{2}, k_{2}\right)
\end{aligned}
$$

Therefore, $\phi$ is a group homomorphism.

Let $g \in G$.
Since $G=H K$, then there exist $h \in H$ and $k \in K$ such that $g=h k$.
Thus, there exists $(h, k) \in H \times K$ such that $g=\phi(h, k)$.
Hence, $\phi$ is surjective.

To prove $\phi$ is injective, we prove $\operatorname{ker}(\phi)=\{(e, e)\}$.
Let $(a, b) \in \operatorname{ker}(\phi)$. Then $(a, b) \in H \times K$ and $\phi(a, b)=e$. Thus, $a \in H$ and $b \in K$ and $a b=e$. Hence, $a=b^{-1}$ and $b=a^{-1}$. Since $a \in H$ and $H<G$, then $a^{-1} \in H$. Thus, $b \in H$. Since $b \in K$ and $K<G$, then $b^{-1} \in K$. Thus, $a \in K$. Since $a \in H$ and $a \in K$, then $a \in H \cap K$. Since $b \in H$ and $b \in K$, then $b \in H \cap K$. Since $a \in H \cap K$ and $H \cap K=\{e\}$, then $a \in\{e\}$, so $a=e$. Since $b \in H \cap K$ and $H \cap K=\{e\}$, then $b \in\{e\}$, so $b=e$. Thus, $(a, b)=(e, e)$, so $(a, b) \in\{(e, e)\}$. Therefore, $(a, b) \in \operatorname{ker}(\phi)$ implies $(a, b) \in\{(e, e)\}$, so $\operatorname{ker}(\phi) \subset\{(e, e)\}$.

Since $\phi$ is a group homomorphism, then $(e, e) \in \operatorname{ker}(\phi)$, so $\{(e, e)\} \subset \operatorname{ker}(\phi)$.
Thus, $\operatorname{ker}(\phi) \subset\{(e, e)\}$ and $\{(e, e)\} \subset \operatorname{ker}(\phi)$, so $\operatorname{ker}(\phi)=\{(e, e)\}$.
Since $\operatorname{ker}(\phi)=\{(e, e)\}$ iff $\phi$ is injective, then $\phi$ is injective.
Therefore, $\phi$ is a bijective homomorphism, so $\phi$ is an isomorphism.
Thus, $H \times K \cong G$, so $G \cong H \times K$.
Proposition 125. The identity map is an automorphism in any group.
Proof. Let $(G, *)$ be a group.
Let $I_{G}: G \rightarrow G$ be the identity map on $G$ defined by $I_{G}(x)=x$ for all $x \in G$.

Then $I_{G}$ is a bijection, so $I_{G}$ is a bijective function.
Let $a, b \in G$.
Since $I_{G}(a b)=a b=I_{G}(a) I_{G}(b)$, then $I_{G}$ is a homomorphism.
Since $I_{G}$ is a homomorphism and $I_{G}$ is bijective, then $I_{G}$ is an isomorphism.
Therefore, $I_{G}: G \rightarrow G$ is an automorphism.
Theorem 126. Let $\operatorname{Aut}(G)$ be the set of all automorphisms of a group $G$.
Then $(\operatorname{Aut}(G), \circ)$ is a subgroup of $\left(S_{G}, \circ\right)$.

Proof. Let $\alpha \in \operatorname{Aut}(G)$.
Then $\alpha: G \rightarrow G$ is an isomorphism, so $\alpha$ is a bijective homomorphism.
Thus, $\alpha$ is a bijective function, so $\alpha$ is a permutation of $G$.
Hence, $\alpha \in S_{G}$.
Therefore, $\alpha \in \operatorname{Aut}(G)$ implies $\alpha \in S_{G}$, so $\operatorname{Aut}(G) \subset S_{G}$.
Consequently, $\operatorname{Aut}(G)$ is a subset of $S_{G}$.

Let $\alpha, \beta \in \operatorname{Aut}(G)$.
Then $\alpha: G \rightarrow G$ and $\beta: G \rightarrow G$ are isomorphisms, so $\alpha$ and $\beta$ are bijective homomorphisms.

Since $\alpha$ is a bijective homomorphism, then $\alpha$ is a homomorphism.
Since $\beta$ is a bijective homomorphism, then $\beta$ is a homomorphism.
Since $\alpha \in \operatorname{Aut}(G)$ and $\operatorname{Aut}(G) \subset S_{G}$, then $\alpha \in S_{G}$.
Since $\beta \in \operatorname{Aut}(G)$ and $\operatorname{Aut}(G) \subset S_{G}$, then $\beta \in S_{G}$.

Let $\alpha \beta: G \rightarrow G$ be the composition of $\alpha$ and $\beta$.
Since $\alpha \in S_{G}$ and $\beta \in S_{G}$ and $S_{G}$ is a group, then by closure of $S_{G}$, we have $\alpha \beta \in S_{G}$, so $\alpha \beta$ is a permutation.

Hence, $\alpha \beta$ is a bijective function.
The composition of homomorphisms is a homomorphism.
Since $\alpha$ is a homomorphism and $\beta$ is a homomorphism, then $\alpha \beta$ is a homomorphism.

Since $\alpha \beta$ is a bijective function and $\alpha \beta$ is a homomorphism, then $\alpha \beta$ is an isomorphism, so $\alpha \beta \in \operatorname{Aut}(G)$.

Therefore, $\operatorname{Aut}(G)$ is closed under function composition of $S_{G}$.

Let $i d: G \rightarrow G$ be the identity element of $S_{G}$.
Then $i d$ is the identity map, so $i d$ is an isomorphism.
Hence, $i d \in \operatorname{Aut}(G)$, so $\operatorname{Aut}(G)$ is closed under the identity of $S_{G}$.

Let $\alpha \in \operatorname{Aut}(G)$.
Then $\alpha: G \rightarrow G$ is an isomorphism.
Since the isomorphism relation is an equivalence relation on the class of groups, then the isomorphism relation is symmetric.

Thus, for groups $G$ and $H$, if $G \cong H$, then $H \cong G$.
Hence, if $\phi: G \rightarrow H$ is an isomorphism, then the inverse map $\phi^{-1}: H \rightarrow G$ is an isomorphism.

Since $\alpha: G \rightarrow G$ is an isomorphism, then we conclude the inverse map $\alpha^{-1}: G \rightarrow G$ is an isomorphism.

Therefore, $\alpha^{-1} \in \operatorname{Aut}(G)$., so $\operatorname{Aut}(G)$ is closed under taking inverses.

Since $\operatorname{Aut}(G)$ is a subset of $S_{G}$ and $\operatorname{Aut}(G)$ is closed under function composition of $S_{G}$ and $\operatorname{Aut}(G)$ is closed under the identity of $S_{G}$ and $\operatorname{Aut}(G)$ is closed under inverses, then by the subgroup test, $A u t(G)$ is a subgroup of $S_{G}$.

Proposition 127. inner automorphism
Let $\langle G, *\rangle$ be a group.
Let $g \in G$ be a fixed element.
Then the map $i_{g}: G \rightarrow G$ defined by $i_{g}(x)=g * x * g^{-1}$ for all $x \in G$ is an isomorphism of $G$ with itself.

Solution. We must prove $i_{g}$ is an isomorphism of $G$ with $G$.
Thus we must prove:

1) $i_{g}$ is one to one.

To prove this we must show: $\forall a, b \in G \cdot i_{g}(a)=i_{g}(b) \rightarrow a=b$.
2) $i_{g}$ is onto. To prove this we must show: $\forall b \in G . \exists a \in G . i_{g}(a)=b$.
3) $(\forall a, b \in G)\left(i_{g}(a * b)=i_{g}(a) * i_{g}(b)\right)$.
$i_{g}$ is called an inner automorphism.
The set of all inner automorphisms of $G$ is denoted $\operatorname{Inn}(G)$.
Proof. Since $g \in G$ and $G$ is a group, then $g^{-1} \in G$.
Let $a, b \in G$.
Since $G$ is closed under $*$ then $g a g^{-1} \in G$ and $g b g^{-1} \in G$.

Suppose $i_{g}(a)=i_{g}(b)$.
Then $g a g^{-1}=g b g^{-1}$.
By the left cancellation law of $G, a g^{-1}=b g^{-1}$.
By the right cancellation law of $G, a=b$.
Hence, $i_{g}(a)=i_{g}(b)$ implies $a=b$.
Since $a, b$ are arbitrary then $i_{g}(a)=i_{g}(b)$ implies $a=b$ is true for all $a, b \in G$.
Therefore, $i_{g}$ is one to one, by definition of injective function.

Suppose $b \in G$.
Since $g \in G$ by definition of group $g^{-1} \in G$.
Set $a=g^{-1} b g$.
Since $G$ is closed under $*$, then $a \in G$.
Observe that

$$
\begin{aligned}
i_{g}(a) & =i_{g}\left(g^{-1} b g\right) \\
& =g\left(g^{-1} b g\right) g^{-1} \\
& =\left(g g^{-1}\right) b\left(g g^{-1}\right) \\
& =e b e \\
& =b
\end{aligned}
$$

Thus, there exists $a \in G$ such that $i_{g}(a)=b$.
Since $b$ is arbitrary then there exists $a \in G$ such that $i_{g}(a)=b$ for all $b \in G$.
Therefore, by definition of surjective function, $i_{g}$ is onto.
Since $i_{g}$ is one to one and onto, then $i_{g}$ is a bijective map.

Let $a, b \in G$.
Observe that

$$
\begin{aligned}
i_{g}(a) * i_{g}(b) & =\left(g * a * g^{-1}\right) *\left(g * b * g^{-1}\right) \\
& =(g * a) *\left(g^{-1} * g\right) *\left(b * g^{-1}\right) \\
& =(g * a) * e *\left(b * g^{-1}\right) \\
& =(g * a) *\left(b * g^{-1}\right) \\
& =g *(a * b) * g^{-1} \\
& =i_{g}(a * b)
\end{aligned}
$$

Thus, $i_{g}(a) * i_{g}(b)=i_{g}(a * b)$.
Since $a, b$ are arbitrary then $i_{g}(a) * i_{g}(b)=i_{g}(a * b)$ for all $a, b \in G$.
Therefore, by definition of isomorphism, $i_{g}: G \rightarrow G$ is an isomorphism.

## Theorem 128. First Isomorphism Theorem

Let $\phi: G \rightarrow G^{\prime}$ be a group homomorphism with kernel $K$.
Then there exists a group isomorphism $\psi: \frac{G}{K} \rightarrow \phi(G)$ defined by $\psi(g K)=$ $\phi(g)$ for all $g \in G$ such that $\psi \circ \eta=\phi$, where $\eta: G \rightarrow \frac{G}{K}$ is the natural homomorphism.
Proof. Since $\phi$ is a group homomorphism, then $\phi(G)<G^{\prime}$. Let $e^{\prime}$ be the identity of $G^{\prime}$. Since $K$ is the kernel of $\phi$, then $K=\operatorname{ker}(\phi)=\left\{g \in G: \phi(g)=e^{\prime}\right\}$. Since $K \triangleleft G$, then the quotient group $\frac{G}{K}$ exists.

Define binary relation $\psi: \frac{G}{K} \rightarrow \phi(G)$ by $\psi(g K)=\phi(g)$ for all $g K \in \frac{G}{K}$.
To prove $\psi$ is an isomorphism, we must prove $\psi$ is a function and $\psi$ is a homomorphism and $\psi$ is injective and $\psi$ is surjective.

We prove the binary relation $\psi$ is well defined. Let $a K, b K \in \frac{G}{K}$ such that $a K=b K$. Then $a, b \in G$. Since $a K=b K$ iff $a \in b K$, then $a \in b K$. Hence, $a=b k$ for some $k \in K$, by definition of $b K$. By definition of $K, k \in G$ and $\phi(k)=e^{\prime}$. Observe that

$$
\begin{aligned}
\psi(a K) & =\phi(a) \\
& =\phi(b k) \\
& =\phi(b) \phi(k) \\
& =\phi(b) e^{\prime} \\
& =\phi(b) \\
& =\psi(b K)
\end{aligned}
$$

Hence, $\psi(a K)=\psi(b K)$. Therefore, $a K=b K$ implies $\psi(a K)=\psi(b K)$. Thus, $\psi$ is well defined, so $\psi$ is a function from $\frac{G}{K}$ to $\phi(G)$.

Observe that

$$
\begin{aligned}
\psi((a K)(b K)) & =\psi((a b) K) \\
& =\phi(a b) \\
& =\phi(a) \phi(b) \\
& =\psi(a K) \psi(b K)
\end{aligned}
$$

Therefore, $\psi$ is a homomorphism.
We prove $\psi$ is injective. Let $a K, b K \in \frac{G}{K}$ such that $\psi(a K)=\psi(b K)$. Then $a, b \in G$ and $\phi(a)=\phi(b)$.

Observe that $\phi\left(a^{-1} b\right)=\phi\left(a^{-1}\right) \phi(b)=\phi\left(a^{-1}\right) \phi(a)=(\phi(a))^{-1} \phi(a)=e^{\prime}$. Since $a^{-1} b \in G$ and $\phi\left(a^{-1} b\right)=e^{\prime}$, then $a^{-1} b \in K$, by definition of $K$. Since $K<G$, then $a^{-1} b \in K$ iff $a K=b K$. Therefore, $a K=b K$.

Hence, $\psi(a K)=\psi(b K)$ implies $a K=b K$, so $\psi$ is injective.
We prove $\psi$ is surjective. Let $\phi(g) \in \phi(G)$. Then $g \in G$, by definition of $\phi(G)$. Thus, $g K \in \frac{G}{K}$. Observe that $\psi(g K)=\phi(g)$. Hence, there exists $g K \in \frac{G}{K}$ such that $\psi(g K)=\phi(G)$, so $\psi$ is surjective.

Since $\psi$ is injective and surjective, then $\psi$ is bijective. Thus, $\psi$ is a bijective homomorphism, so $\psi: \frac{G}{K} \rightarrow \phi(G)$ is an isomorphism. Hence, $\frac{G}{K} \cong \phi(G)$.

The composition of homomorphisms is a homomorphism. Since $\psi$ is a homomorphism and $\eta$ is the natural homomorphism from $G$ onto $\frac{G}{K}$, then $\psi \circ \eta$ is a homomorphism. Hence, $\psi \circ \eta$ is a function. Observe that $\phi: G \rightarrow G^{\prime}$ and $\psi \circ \eta: G \rightarrow G^{\prime}$ have the same domain $G$ and the same codomain $G^{\prime}$.

Let $g \in G$. Then $(\psi \circ \eta)(g)=\psi(\eta(g))=\psi(g K)=\phi(g)$. Since $g$ is arbitrary, then $(\psi \circ \eta)(g)=\phi(g)$ for all $g \in G$.

Therefore, $\psi \circ \eta=\phi$.
Theorem 129. Second Isomorphism Theorem
Let $H$ be a subgroup of $G$ and let $N$ be a normal subgroup of $G$.
Let $H N=\{h k: h \in H \wedge k \in N\}$.
Then $H N<G$ and $N \triangleleft H N$ and $H \cap N \triangleleft H$ and $\frac{H}{H \cap N} \cong \frac{H N}{N}$.
Solution. We must prove:

1. $H N<G$.
2. $N \triangleleft H N$.
3. $H \cap N \triangleleft H$.
4. $\frac{H}{H \cap N} \cong \frac{H N}{N}$.

Proof. We first prove $H N<G$.
Let $x \in H N$. Then there exists $h \in H$ and $k \in N$ such that $x=h k$. Since $H<G$, then $H \subset G$. Since $h \in H$ and $H \subset G$, then $h \in G$. Since $N<G$, then $N \subset G$. Since $k \in N$ and $N \subset G$, then $k \in G$. Since $G$ is a group, then $G$ is closed under its binary operation. Thus, since $h, k \in G$, then $h k=x \in G$. Therefore, $x \in H N$ implies $x \in G$, so $H N \subset G$.

We apply a subgroup test.
Let $e$ be the identity of $G$. Since $H<G$, then $e \in H$. Since $N<G$, then $e \in N$. Since $e=e e$, then $e \in H N$, by definition of $H N$. Therefore, $H N \neq \emptyset$.

Let $a, b \in H N$. Then there exist $h_{1} \in H$ and $k_{1} \in N$ such that $a=h_{1} k_{1}$ and there exist $h_{2} \in H$ and $k_{2} \in N$ such that $b=h_{2} k_{2}$, by definition of $H N$. Since $a, b \in H N$ and $H N \subset G$, then $a, b \in G$. Thus, $a b^{-1}=\left(h_{1} k_{1}\right)\left(h_{2} k_{2}\right)^{-1}=$ $\left(h_{1} k_{1}\right)\left(k_{2}^{-1} h_{2}^{-1}\right)=h_{1} k_{1} k_{2}^{-1} h_{2}^{-1}$. Let $k=k_{1} k_{2}^{-1}$. Since $N$ is a group, then $k \in N$ and $a b^{-1}=h_{1} k h_{2}^{-1}$.

Since $h_{2} \in H$ and $H \subset G$, then $h_{2} \in G$. Since $N \triangleleft G$, then for every $g \in G, h \in N, g h g^{-1} \in N$. Thus, in particular, if we let $g=h_{2}$ and $h=k$, then $h_{2} k h_{2}^{-1} \in N$. Let $k_{3}=h_{2} k h_{2}^{-1}$. Then $k_{3} \in N$ and $k h_{2}^{-1}=h_{2}^{-1} k_{3}$, so $a b^{-1}=h_{1}\left(h_{2}^{-1} k_{3}\right)=\left(h_{1} h_{2}^{-1}\right) k_{3}$. Since $H$ is a group, then $H$ is closed under its binary operation. Therefore, since $h_{1} \in H$ and $h_{2}^{-1} \in H$, then $h_{1} h_{2}^{-1} \in H$. Since $h_{1} h_{2}^{-1} \in H$ and $k_{3} \in N$, then $a b^{-1} \in H N$, by definition of $H N$.

Therefore, $H N$ is a subgroup of $G$.
We prove $N$ is normal in $H N$. We first prove $N$ is a subgroup of $H N$ and then prove for every $g \in H N$ and $k \in N, g k g^{-1} \in N$.

Let $x \in N$. Then $x=e x$. Since $e \in H$ and $x \in N$, then $x \in H N$, by definition of $H N$. Thus, $x \in N$ implies $x \in H N$, so $N \subset H N$.

Since $N<G$, then $e \in N$, so $N \neq \emptyset$.
Let $a, b \in N$. Since $N$ is a group, then $b^{-1} \in N$. Since $N$ is closed under its binary operation, then $a b^{-1} \in N$.

Thus, $N$ is a subgroup of $H N$.
Let $g \in H N$ and $k^{\prime} \in N$. Then $g=h k$ for some $h \in H$ and $k \in N$. Observe that $g k^{\prime} g^{-1}=(h k) k^{\prime}(h k)^{-1}=h k k^{\prime} k^{-1} h^{-1}$. Let $k^{\prime \prime}=k k^{\prime} k^{-1}$. Then $g k^{\prime} g^{-1}=h k^{\prime \prime} h^{-1}$. Since $N \triangleleft G$, then $h k^{\prime \prime} h^{-1} \in N$, so $g k^{\prime} g^{-1} \in N$. Therefore, $N$ is a normal subgroup of $H N$.

Since $N$ is normal in $H N$, then the quotient group $\frac{H N}{N}$ exists.
Let $\frac{H N}{N}$ be the set of all cosets of $N$ in $H N$. Then $\frac{H N}{N}=\{a N: a \in H N\}=$ $\{h n N: h \in H, n \in N\}=\{h N: h \in H\}$.

Define binary relation $\phi: H \mapsto \frac{H N}{N}$ by $\phi(h)=h N$ for all $h \in H$.
We prove $\phi$ is well defined. Let $h_{1}, h_{2} \in H$ such that $h_{1}=h_{2}$. Then $h_{1} N=h_{2} N$. Thus, $\phi\left(h_{1}\right)=h_{1} N=h_{2} N=\phi\left(h_{2}\right)$. Hence, $h_{1}=h_{2}$ implies $\phi\left(h_{1}\right)=\phi\left(h_{2}\right)$, so $\phi$ is well defined. Therefore, $\phi$ is a function.

Let $y \in \frac{H N}{N}$. Then there exists $h \in H$ such that $y=h N$, by definition of $\frac{H N}{N}$. Thus, $\phi(h)=h N=y$, so there exists $h \in H$ such that $\phi(h)=y$. Hence, $\phi$ is surjective. Therefore, $\phi(H)=\frac{H N}{N}$.

Let $a, b \in H$. Then $\phi(a b)=(a b) N=(a N)(b N)=\phi(a) \phi(b)$. Thus, $\phi$ is a homomorphism.

We prove $\operatorname{ker}(\phi)=H \cap N$. Let $x \in \operatorname{ker}(\phi)$. Then $x \in H$ and $\phi(x)=N$, by definition of kernel of $\phi$. Thus, $N=\phi(x)=x N$. Since $x N=N$ iff $x \in N$, then $x \in N$. Thus $x \in H$ and $x \in N$, so $x \in H \cap N$. Hence, $x \in \operatorname{ker}(\phi)$ implies $x \in H \cap N$, so $\operatorname{ker}(\phi) \subset H \cap N$.

Let $y \in H \cap N$. Then $y \in H$ and $y \in N$. Since $y \in H$ and $H \subset G$, then $y \in G$. Since $y \in N$ iff $y N=N$, then $y N=N$. Thus, $\phi(y)=y N=N$. Since $y \in H$ and $\phi(y)=N$, then $y \in \operatorname{ker}(\phi)$. Hence, $y \in H \cap N$ implies $y \in \operatorname{ker}(\phi)$, so $H \cap N \subset \operatorname{ker}(\phi)$.

Since $\operatorname{ker}(\phi) \subset H \cap N$ and $H \cap N \subset \operatorname{ker}(\phi)$, then $\operatorname{ker}(\phi)=H \cap N$. The kernel of $\phi$ is normal in $H$, so $H \cap N \triangleleft H$.

Hence, $\phi: H \mapsto \frac{H N}{N}$ is a homomorphism with kernel $H \cap N$ and $\phi(H)=\frac{H N}{N}$. Thus, by the first isomorphism theorem, $\frac{H}{H \cap N} \cong \frac{H N}{N}$.

